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6.1  Introduction

Electrostatic interactions play an important role in many biochemical systems 
especially because of their long range. Electrostatic interactions often guide the 
association of binding partners, but they also tune catalytic properties of the active 
site of enzymes. For instance, the protonation and redox behavior of residues and 
prostetic groups in protein is heavily influenced by the electrostatics of the sur-
rounding. Moreover, regulation of biochemical processes is often mediated by 
electrostatic modifications of proteins such as for instance by phosphorylation 
of serine, threonine or tyrosine residues or by acetylations of lysine residues. 
However, the electrostatics of a protein is not only influenced by the distribution 
of charged and polar aminoacid residues in the protein but also by the surround-
ing solvent and the ions that are dissolved therein. The solvent may screen charge-
charge interactions and stabilizes the structure of protein by solvating charged 
aminoacids. Another example of such effect are membrane potentials, that can 
influence the conformation of proteins.

There are different ways to describe solvent effects theoretically [1]. In molecu-
lar dynamics simulations, the solvent is described explicitly in form of individual 
solvent molecules, normally water molecules [2]. In such simulations, ions are 
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represented explicitly as well. These simulations require a considerable amount 
of computing time mainly to simulate the water and the ions solvating the pro-
tein. For this reason, molecular mechanics cannot be applied when informa-
tion about longer time scales (more than micro-seconds) or many different states 
of a molecule are required. In such cases, continuum electrostatics, which relies 
on Maxwell’s equations, is the approach of choice [3]. In continuum electrostat-
ics, the protein and the surrounding solvent are described as dielectric continua. 
Since electrostatic interactions play a major role in biomolecular systems, con-
tinuum electrostatics has a broad range of applications in biomolecular modeling. 
Moreover in combination with a master equation approach, continuum electrostat-
ics can even be used to describe the reaction kinetics of complex systems.

In this article, we describe some methods that are based on continuum electro-
static calculations. In the beginning, we will introduce the electrostatic model based 
on the Poisson-Boltzmann equation. In this part, we try to make the underlying the-
ory understandable in order to give a feeling for its strength but also for its limita-
tions. Moreover, we explain how the linearized Poisson-Boltzmann equation can be 
solved numerically. Afterwards, we discuss how the continuum electrostatic model 
was used to analyze the association of biomolecules and the thermodynamics of bio-
chemical reactions. The major purpose of this review is to give a general overview of 
methods that rely on continuum electrostatics and discuss their physical basis.

6.2  The Continuum Electrostatic Model Based  
on the Poisson-Boltzmann Equation

6.2.1  The Physical Basis of the Poisson-Boltzmann Equation

The conceptual idea of modeling proteins using continuum electrostatics is rela-
tively simple (Fig. 6.1). The protein is assumed to have a fixed structure defining a 
region of low polarizability which is embedded in a region with high polarizability 
representing the solvent. The polarizability is related to the relativedielectric con-
stant of the medium, also called relative permittivity, the higher the dielectric con-
stant the higher the polarizability. This model is mathematically represented by the 
Poisson equation with a spatially varying dielectric constant or actually better said 
dielectric permittivity (Eq. 6.1).

where ε(r) is the permittivity of the medium which varies spatially (inside and out-
side of the protein), ∇ is the differential operator, φ(r) is the electrostatic potential, 
ρ(r) is the charge distribution within the protein and the solvent. The low dielec-
tric region of the protein is delimited by assigning atomic radii to each atom and 
determining the solvent excluded volume by rolling a sphere over the protein [4]. 
Physically, the polarizability of a medium depends mainly on the mobility and 
the polarity of the molecules or molecular groups of the medium. Thus, solvents 

(6.1)∇[ε(r)∇φ(r)] = −4πρ(r)
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with freely movable molecules and large dipoles have a high dielectric constant. 
A charged solute in a solvent induces a so-called reaction field (see Fig. 6.2). This 
reaction field is caused by the orientation of solvent molecules towards the charge, 
the so-called orientational polarization, and by the electronic polarization of the 
solvent molecules, i.e. by the deformation of the electron clouds. Apolar solvents 
such as octane have a relative dielectric constant of about 2, since the shielding 
due to orientational polarization is negligible while polar solvents such as water 
possess a large molecular dipole and have consequently a high dielectric constant.

There are two types of charges in this model, spatially fixed charges represent-
ing the charge distribution within the protein and mobile charges representing the 
ions in the solvent. The ions dissolved in the solvent are excluded from the volume 
of the protein. The charges of the protein are usually represented by point charges 
at the position of the nucleus of the atoms. These point charges allow to represent 
charged aminoacids in the protein such as for instance aspartate and glutamate 
residues but also dipoles like for instance in the protein backbone or in the side 
chains of uncharged aminoacids. Mathematically, the charge distribution is repre-
sented as

where ρf  represents the charge distribution due to the point charges in the solute, 
i.e. the protein, and ρion represents the charge distribution of the ions dissolved 

(6.2)ρ(r) = ρf (r)+ ρion(r)

εp

εw

Fig. 6.1  Conceptual model of the continuum electrostatic approach. The protein is modeled as a 
dielectric continuum of low permittivity εp with fixed point charges. The protein is embedded in 
an environment with a high permittivity εw representing the solvent. In the continuum with a high 
permittivity, a charge density represents the ions dissolved in the aqueous solution. The dotted 
line marks the so-called Stern layer or ion-exclusion layer. Mobile ions are not allowed inside the 
protein volume and the Stern layer
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in the solvent. These ions are represented by a charge density that adopts a 
Boltzmann distribution. This distribution can be approximated by

assuming that there is no correlation between the ions in the solution. In Eq. 6.3, 
Zi is the charge number of the ion of type i, K is the number of the different ion 
types in the solution, eo is the elementary charge, i.e. the charge of a proton, and 
cbulki  is the bulk concentration of the ion, i.e., the concentration where the protein 
electrostatic potential vanishes. Substituting Eqs. 6.2 and 6.3 in 6.1, the Poisson-
Boltzmann equation for a medium with a spatially varying permittivity assumes 
the following form

This equation is a non-linear partial differential equation since the potential φ(r) 
occurs not only on the left side of the equation but also in a non-linear term, 
namely in the exponential, on the right side of the equation, which describes 
the ion distribution around the protein. Generally, non-linear partial differential 

(6.3)ρion(r) =

K
∑

i=1

cbulki Zieo exp

(

−Zieoφ(r)

RT

)

(6.4)∇[ε(r)∇φ(r)] = −4π

(

ρf (r)+

K
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Fig. 6.2  Electrostatic potential of an anion in solution. a The solvent (blue) generates a solva-
tion shell around the solvated anion (red). This solvation shell gives rise to the reaction field 
which counter-acts the electrostatic potential of the anion. b Electrostatic potentials of an anion 
with a radius of 2 Å in solution calculated with software APBS [5]. The black line shows the 
electrostatic potential for an inhomogeneous dielectric medium with a dielectric constant of 4 
inside the ion and a dielectric constant of 80 in the solvent. The green line describes the elec-
trostatic potential in a homogeneous medium with a dielectric constant of 4. The reaction field 
potential (blue line) is obtained as the difference between the green line and the black line. The 
red dashed line describes the electrostatic potential in a homogeneous medium with a dielectric 
constant of 80



1396 Continuum Electrostatic Analysis of Proteins

equations are difficult to solve even numerically. However, by approximating the 
exponential as

and realizing that the first term on the right side is zero because of charge balance, 
one obtains the linearized Poisson-Boltzmann equation, i.e. the potential occurs on 
the right side of the equation only in a linear term.

With the common definitions of the ionic strength I = 1
2

∑K
i=1 c

bulk
i Z2

i  and a modi-
fied inverse Debye length κ̄ =

√

8πNAe
2
oI

kBT
 the linearized Poisson-Boltzmann equa-

tion assumes the form that is found in some biophysics text books (Eq. 6.7).

As can be seen from Eq. 6.4, the Poisson-Boltzmann equation depends explicitly 
on temperature. However, this temperature dependence describes only the temper-
ature dependence of the ion distribution. The temperature dependence of the die-
lectric constant is not explicitly included. Therefore, varying only the temperature 
in the Poisson-Boltzmann equation is not physically meaningful. Normally, room 
temperature is assumed in these kind of calculations and when another tempera-
ture is chosen, the dielectric constants should be adapted.

The linearity of Eq. 6.7 implies that the potentials of two charge dis-
tributions ρ1(r) and ρ2(r) are additive as long as the spatial distribution of 
the dielectric permittivity does not change, i.e., for the charge distribution 
ρ(r) = ρ1(r)+ ρ2(r) one can obtain the total potential as sum of the partial poten-
tials φ(r) = φ1(r)+ φ2(r) as long as the spatial distribution of the dielectric per-
mittivity ε(r) stays the same. This property has important consequences for the 
various applications. For instance the calculation of relative binding constants, 
which is a typical application of continuum electrostatic calculations, relies on this 
property. Namely, the calculation of pH titration curves is only possible because of 
this linearity as will be explained in a later section.

6.2.2  Solving the Linearized Poisson-Boltzmann  
Equation Numerically

For a few simple geometries analytical solutions of the linearized Poisson-Boltzmann 
equation exist [6, 7]. For irregular geometries, this equation can be solved by numeri-
cal methods. The most popular methods to solve Poisson-Boltzmann equation rely 

(6.5)
K
∑

i=1

cbulki Zieoexp

(

−Zieoφ(r)

RT

)

≈

K
∑

i=1

cbulki Zieo −

K
∑

i=1

cbulki Z2
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2
o

φ(r)

RT

(6.6)∇[ε(r)∇φ(r)] = −4π
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(6.7)∇[ε(r)∇φ(r)] = −4πρprot(r)+ κ̄2(r)φ(r)
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on regular finite difference methods [3, 5, 8–10], but also adaptive-grid methods [11], 
multi-grid-level based methods [12–15], boundary element methods [16], or finite 
element methods [17] can be used.

The principle idea of finite difference methods is to replace the differential 
∇f (x) by a quotient of finite differences f (x+h)−f (x)

h
, where h is a discretization 

coarse graining. The approximation approaches the exact result, when h goes to 
zero. In finite differences methods, every linear differential equation becomes a 
system of linear equations, which can be solved by numeric algorithms. The space 
in which the potential should be determined is discretized and the potential is cal-
culated for each volume element. In order to obtain a numerical approach to solve 
the linearized Poisson-Boltzmann equation, we rearrange it

and integrate it over the descritezed volume elements

One the basis of Gauss’s theorem, the first integral can be transformed into a sur-
face integral that can be approximated with a finite difference expression.

The volume integrals on Eq. 6.9 can be written as

where κ̄2o is the modified inverse Debye length (related to the ionic strength) that is 
associated with this grid point. Rearranging this equation gives

Equation 6.13 is the numeric solution of the linearized Poisson-Boltzmann equa-
tion. It says that the potential φo in the grid cell depends on the electrostatic 

(6.8)∇[ε(r)∇φ(r)]− κ̄2(r)φ(r)+ 4πρprot(r) = 0

(6.9)

∫

∇[ε(r)∇φ(r)] dr−

∫

κ2(r)φ(r)dr + 4π

∫

ρprot(r) dr = 0

(6.10)

∫

∇[ε(r)∇φ(r)]dr=

∫

[ε(r)∇φ(r)]dA

(6.11)=

6
∑

i=1

h2εi(φi − φo)

h

(6.12)=

6
∑

i=1

hεi(φi − φo)

6
∑

i=1

hεi(φi − φo)− h3κ̄2oφo + 4πqo = 0

(6.13)φo =

(

∑6
i=1 hεiφi

)

+ 4πqo
(

∑6
i=1 hεi

)

+ h3κ̄2o
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potential φi of the six surrounding grid cells, the dielectric constant εi between the 
present and neighboring grid cells, the charge qo and the ionic strength parameter 
κ̄2o assigned to the grid cell. Such an equation exists for almost all grid cells in the 
lattice, except for those at the boundary of the box. For the grid points at the bound-
ary of the box, a good initial value needs to be determined for instance from an ana-
lytical approximation or a from numerical solution that was obtained with a coarser 
grid resolution. The set of equations like Eq. 6.13 form a system of linear equa-
tions, which can be solved. A common way is to obtain the potential iteratively. 
First a value of the potential is assigned to each grid cell, for instance from an ana-
lytical approximation. Then the potential is iteratively calculated, i.e., the potential 
of the present iteration is calculated from the potential of the previous iteration. The 
iteration is continued until the potential is sufficiently accurate. In practice, the iter-
ation is stopped when the difference between the electrostatic potentials that were 
determined in two subsequent iteration steps is sufficiently small.

To solve the Poisson-Boltzmann equation for molecular systems practically, a 
flowchart of the type represented in Fig. 6.3 is followed. Different implementa-
tions of Poisson-Boltzmann solvers may vary in details. Here, the description 
focuses on the standard finite difference methods.

As a first step, the parameters of the molecule are read in. In particular, the 
parameters are the coordinates, the radii and the partial charges of the atoms. Also 
the dielectric constant of the solvent and of the solute needs to be defined as well 
as the ionic strength and the probe sphere radii for defining the solvent accessible 
surface and the ion exclusion layer. The temperature, which influences only the 
ionic distribution in the solution (see the discussion above), can also be defined. 
Moreover, the parameters for the numeric solvers needs to be read such as the 
number of grid points, the position of the grid, and the grid spacing.

In the next step, the boundaries of the dielectric regions are calculated. On the 
basis of the coordinates and radii of atoms, molecular surfaces are calculated for 
each dielectric regions. Usually surface is defined by rolling balls over the atoms of 
the molecule, which are represented as spheres of a defined coordinates and radii 
[18] (Fig. 6.4). The rolling ball represents a solvent molecule. For water, a radius 
of 1.4 Å is generally assumed as radius of the molecule. The step of defining the 
boundaries between the high and low dielectric regions is crucial, since it defines 
at which positions the reaction field is formed. A too small solvent radius may lead 
to unrealistically small cavities inside the protein that are filled with high dielectric 
continuum. A too large solvent radius may cause that internal cavities and surface 
clefts of the protein, that are actually filled with water, are not filled with a high 
dielectric continuum and thus no reaction field can arise from these cavities.

To solve the Poisson-Boltzmann equation numerically, all physical properties 
of the system (charge, electrostatic potential, electrical permittivity and ion acces-
sibility) have to be mapped onto a grid. An easy way to map charges to the grid is 
a linear interpolation scheme. In this approach, a charge qp at a given position rp 
is fractioned to the eight surrounding grid points at the positions ra(a = 1 · · · 8) 
as follows: qp = qa

(

1−
rax−rpx

h

)(

1−
ray−rpy

h

)(

1−
raz−rpz

h

)

, where rax is the x
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-component of the vector a and h the grid spacing (mesh size). Analogously, the 
other neighboring grid points get the remaining fraction of the charge assigned 
according to their distance. The spatial dependent dielectric permittivity is defined 
on a grid, which is shifted by half a grid unit compared to the charge grid (ε1 to ε6 
in Fig. 6.5). The surface of the molecule is used to assign the dielectric constant 
of the region, if the point is inside the surface. In a similar way, also the ionic 

 

Calculate Surface

Map Molecule 
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Assign Boundary

Potential

Converged?

Calculate Potential
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Fig. 6.3  Solving the Poisson-Boltzmann equation by a finite difference methods. First, all 
parameters for the calculation are read (coordinates, charges, radii, dielectric constants and grid 
definitions). Then the surface of the molecule is calculated as dielectric boundary. According to 
the boundaries, dielectric constants are mapped to the grid. The atomic charges are distributed 
over the surrounding grid points. Electrostatic potentials are assigned to the grid points based 
on an initial guess. It is important, that the initial potentials at the boundaries of the grid are 
very good approximations, because they remain constant during the calculation. The finite dif-
ference formulation of the Poisson-Boltzmann equation is solved by an iterative scheme, until 
the electrostatic potential does not change significantly anymore between two subsequent itera-
tions. The computations require on one hand a large initial grid to minimize the error due to the 
approximated boundary potential and on the other hand a fine final grid to minimize the error due 
to the finite difference approximation. Both requirements can usually not be fulfilled directly due 
to a limited amount of memory. Therefore, consecutively smaller and finer grids are calculated 
using the previous grid to define the potentials at the boundaries. This method is called focusing. 
Finally, electrostatic energies are calculated as product of charge and electrostatic potential
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accessibility is defined on a grid with the only difference that a larger probe sphere 
radius (usually of 2 Å) is used to define the surface.

In order to actually calculate the potential numerically, the electrostatic potential 
grid needs to be initialized with an initial guess. A reasonable starting point is the 
Debye-Hückel expression. It is important that the initial guess of the potential at 
the outer boundaries of the grid is given accurately enough, since these potential 
values will not change during the calculation. For this reason, it is important that the 
distance between the protein and the outer boundary of the grid is large enough (at 
least 10 Å). In order to obtain a sufficient precision and numerical stability of the 
calculated potentials, the grids used in the calculation should have a resolution of at 
least 0.25 Å. Even for relatively small proteins, the number of grid points needed at 
this resolution to cover the protein and an adequate part of the solvent would require 
a huge amount of memory. Therefore, the grid is refined in several steps. One starts 
with a grid that is large enough to hold the whole protein and has a distance of at 

Fig. 6.4  Calculation of the solvent accessible surface. The solvent accessible surface (red line) 
of the two atoms (white circle) is calculated by a ‘rolling ball’ (blue circle). The surface of the 
Stern layer is shown by the green line

Fig. 6.5  Representation of 
one grid cell for solving the 
linearized Poisson-Boltzmann 
equation by a finite difference 
method. To the point in 
the center of the box, the 
electrostatic potential φo, the 
inverse Debye length κ, and 
the charge qo are assigned. 
The filled points represent the 
centers of the neighboring 
grid cells to which the 
potentials φi are assigned. 
The dielectric constants εi 
are assigned to the lines 
connecting two neighboring 
grid points
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least 10 Å between the protein and the outer boundary of the grid. The center of the 
grid is usually chosen as the geometric center of the protein. This grid will be rather 
coarse (for instance 2.0 Å). Once the potential of this grid is converged, it can be 
used to initialize a finer grid (for instance 1.0 Å), which is embedded in the coarser 
grid. This procedure, called focusing [19], is repeated until a sufficiently fine grid 
can be used (Fig. 6.6). The finer grids are centered on the center of interest, for 
instance the set of atoms that form the site. Once the calculation is converged, the 
potential is stored and can be used for subsequent visual analysis using molecular 
visualization software or for calculations of electrostatic energies.

6.2.3  Electrostatic Potentials and Electrostatic Energies

The solution of the Poisson-Boltzmann equation is the electrostatic potential φ(r) 
which can be expressed as a potential that is composed of two parts.

(6.14)φ(r) =

M
∑

i=1

qi

4πεp|r − r
′
i|
+ φrf(r)

εp

εw

spacing: 2 A

spacing: 1 A

spacing: 0.25 A

Fig. 6.6  Focusing of the grid for the calculation of the electrostatic potential using the Poisson-
Boltzmann Equation. In order to calculate the electrostatic potential numerically, the protein needs 
to be mapped on a grid. To get a reasonable solution, the grid needs to be large enough to initialize 
the outer boundary of the grid with a reasonable analytic approximation. However, to get the good 
electrostatic potential, the grid needs to have a fine resolution. This fine resolution is obtained by 
first solving the Poisson-Boltzmann equation on a coarse grid. This solution is then used to initialize 
a smaller grid with a better resolution and so on until the desired resolution is reached. The outer 
grid is usually centered on the geometric center of the protein. Instead, the finest grid is usually cen-
tered on the geometric center of the group at which the exact electrostatic potential is desired
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The first term describes the Coulomb electrostatic potential at the position r 
caused by M point charges qi at positions r′i in a medium with a permittivity εp,  
the term φrf(r) describes the reaction fieldpotential originating from the charge 
distribution and the dielectric boundary between the protein and the solvent as 
well as from the distribution of ions in the solution. The reaction field is always 
oriented opposite to the field of the solute and therefore shields the field of the 
solute. This reaction field is of great importance for understanding structural 
and functional properties of proteins. For instance, in aqueous solution the 
dipole of a peptide α-helixis counteracted by the reaction field, which drasti-
cally reduces the strength of the helix dipole compared to its value in vacuum 
[20]. Moreover, reaction field effects can explain the orientation of helices in 
membrane proteins [21].

The electrostatic potential that is obtained by solving the Poisson-Boltzmann 
equation has already a great value by itself. Visualization of this potential can 
give first insights into the interaction between molecules as shown for instance 
in Fig. 6.7 where different representations of the electrostatic potential of 
Cytochrome c Peroxidase are shown. By convention, red shows negative electro-
static potentials and blue shows positive electrostatic potentials.

Probably more important than visualizing the electrostatic potential is using it 
to calculate electrostatic energies. Such calculations can give quantitative insights 
into biochemical mechanisms. Two different kind of electrostatic energies can be 
distinguished: interaction energies and reaction field energies.

The interaction energy Ginter energy is obtained by charging charge set ρ2 in 
the presence of the electrostatic potential caused by charge ρ1. Assuming that the 
charge set ρ2 consists of a single charge qf , the interaction energy becomes

Since the potential φ(ρ1, rq) at the position rq of the charge qf  is totally independ-
ent of the charge qf  itself, the integration in Eq. 6.15 reduces to a simple multipli-
cation. Equation 6.15 can be generalized to the interaction between two disjunct 
sets of charges {q} and {p}, which is given by

where Nq and Np are the number of charges in the charge sets {q} and {p}, respec-
tively, φ

(

{p}, rqi
)

 is the potential caused by the charge set {p} at the position of 
the charge qi and φ

(

{p}, rqi
)

 is the potential caused by the charge set {q} at the 
position of the charge pi. As can be seen from Eq. 6.16, this interaction energy is 
symmetric.

The reaction field energy in continuum electrostatics, which is also sometimes 
called self-energy, is the interaction energy of the charge set {q} with its own 
reaction field potential φrf. To obtain this energy, one imagines the charging of a 

(6.15)Ginter =

qf
∫

0

φ(ρ1, rq)dq = φ(ρ1, rq)qf

(6.16)Ginter =

Nq
∑

i=1

qiφ
(

{p}, rqi
)

=

Np
∑

i=1

piφ
(

{q}, rpi
)
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Fig. 6.7  Different visualizations of the electrostatic potential of cytochrome c peroxidase (CcP). 
The protein is shown in the same orientation in all pictures. a Cartoon representation of CcP 
showing the orientation of the protein. The heme is shown in a stick representation. b Isosurfaces 
of the electrostatic potential. Blue represent positive potentials, red negative potentials. The red 
and blue surfaces show where the potential has the value of −1 kBT/e◦ and 1 kBT/e◦, respec-
tively. c Electrostatic potential mapped to the molecular surface of the protein. The potential on 
the surface shows values between −3 kBT/e◦ (red) and 3 kBT/e◦ (blue). d Slice thought the elec-
trostatic potential. The potential on the slice is scaled between −1 kBT/e◦ (red) and 1 kBT/e◦ 
(blue). e A combination of the representation shown in c and d gives an impression how the elec-
trostatic potential fill the space but also allows to see more details on the molecular surface. f A 
combination of the representation shown in c and b gives a better impression how the electro-
static potential fill the space but lacks details on the molecular surface. The potentials were calcu-
lated using APBS [5] and visualized with VMD [22]
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particle in a dielectric medium, and asks what is the energy of this charging pro-
cess. Analogous to Eq. 6.15, we can write

in contrast to before, the reaction field potential φrf  depends on the charge of the 
particle. For simplicity, one assumes a linear response, i.e. φrf = Cqf . Thus, from 
Eq. 6.17, we obtain

The last term 1
2
φrf

(

qf , rq
)

qf  is obtained by using φrf = Cqf . Equation 6.18 can be 
generalized to obtain the reaction field energy of a charge set {q}

As shown above, the factor 1
2
 in this equation is a consequence of the linear 

response ansatz.
Although simple at a first sight, the continuum electrostatic model is surpris-

ingly successful in describing the properties and processes that are connected to 
the electrostatics of biomolecules. Such properties are for instance the associa-
tion of proteins or redox and pH titration behavior. Its success relies probably on 
the fact that solvent degrees of freedom, which are normally difficult to sample 
in molecular dynamics simulations, are averaged from the beginning by assuming 
that the medium can be described by a dielectric continuum. To use the full power 
of continuum electrostatics, it needs to be combined with other techniques from 
statistical thermodynamics such as free energy calculations and Monte Carlo tech-
niques as will be detailed below.

6.3  Electrostatic Association of Proteins

Since electrostatic force is long range, it plays a particular important role in the 
interaction of proteins. Especially in the case of electron transfer proteins, elec-
trostatics plays a major role in the association process. In order to ensure a fast 

(6.17)Grf =

qf
∫

0

φrf
(

q, rq
)

dq

(6.18)Grf =

qf
∫

0

Cqdq =
1

2
Cq2f =

1

2
φrf (qf , rq)qf

(6.19)Grf =
1

2

Nq
∑

i=1

qiφrf
(

{q}, rqi
)
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turnover, electron transfer proteins often associate transiently. This feature implies 
that electron transfer complexes are often relatively loose and dynamic [23]. In 
these complexes, electrostatics helps to get the right balance between specificity 
and flexibility. The structural flexibility has been observed for electron transfer com-
plexes and studied extensively especially for the complex of cytochrome c peroxi-
dase and cytochrome c or the complex of plastocyanin and cytochrome f [24–28].

6.3.1  Electrostatic Docking of Proteins

The docking of proteins can be simulated by Metropolis Monte Carlo [24]. For 
this purpose, the electrostatic potential of one protein, usually the larger protein, 
is mapped to a three dimensional grid surrounding the protein. The second mole-
cule is placed in a random orientation at a certain distance from molecule one, i.e., 
randomly on the surface of a sphere which surrounds molecule one. The sphere 
should be large enough that the electrostatic potential of protein one on the surface 
of this sphere is zero or at least equipotential, i.e., everywhere the same on the 
surface. Then the second protein is randomly rotated and translated in the electro-
static potential of the first protein. The new configurations are accepted according 
to the Metropolis criterion [29]. That means that configurations with energies that 
are lower than that of the previous configuration are always accepted and configu-
rations with a higher energy are accepted with a probability that is proportional to 
exp(−�E/RT), where �E is the interaction energy difference between the new 
and the old configuration, R is the gas constant and T is the absolute temperature. 
The interaction energy is calculated by multiplying the charge distribution of the 
second molecule with the potential of the first molecule according to Eq. 6.16. If 
the second molecule moves too far away from the first molecule, the simulation is 
restarted on the sphere mentioned above. The Metropolis Monte Carlo procedure 
generates a Boltzmann ensemble which describes the equilibrium distribution of 
molecule two around molecule one. Such an ensemble is experimentally accessi-
ble by paramagnetic relaxation enhancement (PRE) NMR spectroscopy using spin 
labels attached at defined positions of the protein [23].

We recently applied this Monte Carlo docking procedure to the complex of 
Cytochrome c and Cytochrome c Peroxidase [30, 31]. As can be seen in Fig. 6.8a, 
b, the electrostatics of the docking surface of the two proteins is complementary. 
While Cytochrome c Peroxidase shows a clear negative potential (Fig. 6.8a), 
Cytochrome c shows a negative potential (Fig. 6.8b). Figure 6.8c, d shows the den-
sity of the center of mass of Cytochrome c generated in the Monte Carlo simula-
tion. The large extension of this density shows that the complex of Cytochrome c 
and Cytochrome c Peroxidase allows a larger flexibility. This flexibility is often 
observed in the case of electron transfer proteins, since it allows a fast turnover 
because of a larger dissociation rate [32].
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Brownian dynamics simulations are in some respect similar to the Monte Carlo 
approach [33–37]. In Brownian dynamics simulations, the association of two pro-
teins is simulated using Newton’s equations of motion combined with additional 
random and friction terms and the interaction is calculated based on electrostatic 
potentials obtained from the Poisson-Boltzmann equation. Brownian dynam-
ics simulations enable to determine relative association rate constants and thus 

Fig. 6.8  Complex of cytochrome c (Cc) and Cytochrome c Peroxidase (CcP). The interaction 
of these two proteins is governed by electrostatic interactions. a Complex of Cc and CcP. Cc 
is shown as a cartoon. CcP is shown in a representation in which the electrostatic potential is 
mapped to its surface. b Cc with its electrostatic potential mapped to its surface. Cc is rotated by 
180° around the y-axis (axis from left to right within the plain) compared to a. It can be seen that 
the electrostatic potential of Cc is positive and thus complementary to the electrostatic potential 
of CcP. c Simulated docking of Cc and CcP. The green density shows the region in which Cc can 
be found with a high probability. The density represents the frequency with which the center of 
mass of Cc is found in this certain volume area. The extension of the green volume indicates that 
the complex is not well defined but shows a high flexibility. This behavior was also found for 
other electron transfer complexes and is in agreement with experimental findings. d Simulated 
docking of Cc and CcP as in c but rotated by 90° around the x-axis
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to study for instance the influence of mutations or of ionic strength on associa-
tion rates. These simulations have been also applied to a variety of electron trans-
fer complexes and allowed to interpret experimental findings on the association 
between electron transfer partners [38–41].

6.3.2  Similarity of Electrostatic Potentials of Proteins

Proteins with similar function show often similar structures. A special case, which 
at the first sight seems to be an exception to this rule, can be found for the elec-
tron transfer between cytochrome b6f  and photosystem I in photosynthesis. This 
transfer is usually mediated by the blue copper protein plastocyanin. Under copper 
deficiency however, plastocyanin is replaced by the heme protein cytochrome c6. 
Although plastocyanin and cytochrome c6 differ considerably in composition and 
structure, they perform the same function in the photosynthetic electron-transport 
chain.

The functional equivalence of the two proteins can be understood on the basis 
of similarity of their electrostatic potentials [42, 43]. The similarity of the electro-
static potentials is defined on the basis of the integral-based Hodgkin index Helec

ab  
[44].

The potentials φ of the structurally different molecules a and b are integrated 
over the whole volume V. The numerator quantifies the spatial overlap of the 
electrostatic potentials φ, while the denominator normalizes this value such that 
the resulting similarity index Helec

ab  falls in the interval between −1 and +1. The 
value +1 corresponds to molecules with identical potentials, whereas −1 corre-
sponds to electrostatic complementarity, i.e., potentials of the same magnitude 
but opposite sign. In order to optimize the superposition of the two molecules, 
the Coulomb potentials are approximated by Gaussian potentials and Eq. 6.20 is 
minimized with respect to the relative orientation of the two molecules [43]. The 
structural superposition, which was obtained by minimizing Eq. 6.20, was used to 
identify functionally equivalent residues in plastocyanin and cytochrome c6 [42]. 
Interestingly, it can be seen that functional analogous aminoacids enable the spe-
cific recognition for the two isofunctional proteins. Figure 6.9 shows the electro-
static potential and the cartoon representations of plastocyanin and cytochrome c6 
of Chlamydomonas rheinhardii in the orientation that corresponds to the superpo-
sition of the two proteins.

(6.20)Helec
ab =

2
∫

φaφb dV
∫

φ2
a dV +

∫

φ2
b dV
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6.4  Titration Behavior of Proteins

The electrostatics of a protein is determined by the charge states of its protonata-
ble and redox-active groups. However, often the description of proton binding and 
redox equilibria in proteins is considerably more complicated than that of small 
molecules because of the mutual interaction of the many protonatable and redox-
active groups in one protein. Here we outline the methods how to describe such 
equilibria.

Fig. 6.9  Comparison of the electrostatic potentials of the isofunctional proteins plastocyanin 
and cytochrome c6. a Electrostatic potential of plastocyanin mapped to its surface. b Electrostatic 
potential of cytochrome c6 mapped to its surface. c Cartoon representation of plastocyanin. The 
copper ion is shown in a space-filled model. d Cartoon representation of cytochrome c6. The 
heme is shown in a stick model
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6.4.1  Shifted Titration Curves in Proteins

The titration curve of aminoacids in proteins can be shifted compared to the titra-
tion curve in aqueous solution. This shift has two main causes. First, the charges 
and dipoles of the protein may stabilize or destabilize a charge state in the protein. 
Second, the desolvation when a charged group is brought from the highly polar 
aqueous solution into the usually apolar interior of the protein destabilizes charged 
states. The actual direction of the shift depends on the balance of the different 
effects. Generally, it can be said that buried charges in the protein are unfavorable 
and thus the aminoacids tend to be uncharged under such circumstances. However, 
this rule of thumb may not apply if ion pairs are buried.

One way to obtain the protonation energy of a site within a protein is to calculate 
the difference between the pKa value of an appropriate model compound in aqueous 
solution and the pKa value of the protonatable group in the protein. The pKa value 
associated with this protonation energy is called intrinsic pKa value. In proteins 
with many interacting titratable residues, the intrinsic pKa value is the pKa value 
the titratable group would have if all other titratable groups in the protein are in a 
defined reference protonation state. To compute intrinsic pKa values, pKa values of a 
model compounds are required, such as for instance an aminoacid with blocked ter-
minal amino- and carboxyl group. These values can be obtained either from experi-
ment or from quantum chemical calculations. Sometimes only quantum chemical 
calculations are able to obtain the pKa values for model compounds of prosthetic 
groups in proteins, because appropriate model compounds cannot be synthesized.

If only electrostatic contributions cause the difference between the protonation 
energies of a titratable group in a protein and in aqueous solution, the Poisson-
Boltzmann equation provides a reasonable approximation of this energy differ-
ence. Transferring the protonatable group i with a given pKa value pKmodel

a,i  from 
aqueous solution into a protein causes an energy shift. This energy shift can be 
separated into two contributions. The first energy contribution ��GBorn is a Born-
energy-like term (Eq. 6.21), which arises from the interaction of the charges of the 
protonatable group with its reaction field.

lThe second energy contribution ��Gback arises from the interaction of the charges 
of the protonatable group with non-titrating background charges (Eq. 6.22).

(6.21)

��G
prot
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1

2
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a,i[φp(ra;Q
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i )− φm(ra;Q

h
i )]

−
1

2

NQ,i
∑

a=1

Qd
a,i[φp(ra;Q

d
i )− φm(ra;Q

d
i )]

(6.22)
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The summations in Eq. 6.21 run over the NQ,i atoms of group µ that have differ-
ent charges in the protonated (h) (Qh

a,i) and in the deprotonated (d) (Qd
a,i) form. The 

first summation in Eq. 6.22 runs over the Np charges of the protein that belong 
to atoms in non-titratable groups or to atoms of titratable groups (not i) in their 
uncharged protonation form. The second summation in Eq. 6.22 runs over the Nm 
charges of atoms of the model compound that do not have different charges in the 
different protonation forms. The terms φm

(

ra,Q
h
i

)

, φm
(

ra,Q
d
i

)

, φp
(

ra,Q
h
i

)

, and 
φp

(

ra,Q
d
i

)

 denote the values of the electrostatic potential at the position r of the 
atom a. The electrostatic potential was obtained by solving the Poisson-Boltzmann 
equation numerically using the shape of either the protein (subscript p) or the 
model compound (subscript m) as dielectric boundary and assigning the charges of 
the titratable group µ in either the protonated (Qh

i ) or the deprotonated (Qd
i ) form 

to the respective atoms. These two energy contributions and the pKa value of the 
model compound pKmodel

a,µ  are combined to obtain the so-called intrinsic pKa value 
pK intr

µ  (Eq. 6.23) of the residue.

The intrinsic pKa value is the pKa value that this group would have, if all other 
protonatable groups are in their reference protonation form.

6.4.2  Microstate Model

An additional complication in proteins is that proteins usually contain more than 
one titratable group. Also the interaction Wij between the two groups i and j in 
their charged form can be calculated using the electrostatic potential obtained 
from the PBE (Eq. 6.24).

The interaction between the titratable groups can lead to titration curves that 
do not show a standard sigmoidal shape that can be fitted with the Henderson-
Hasselbalch equation [45]. The difficulties can be resolved if the problem is for-
mulated in terms of well-defined microstates of the protein which have a certain 
probability, instead of considering the protein as a system of groups with a certain 
protonation probability, as will be outlined now. Since the formalism can be easily 
extended to treat not only protonation equilibria but also redox equilibria [43], we 
explain it here in a more generalized form.

Let us consider a system that possesses N protonatable sites and K redox-active 
sites. Such a system can adopt M = 2N+K states assuming that each sites can exist 
in two forms. The interaction between them can be modeled purely electrostati-
cally, i.e. the electronic coupling is negligible. Each state of the system can be 

(6.23)pK intr
i = pKmodel

a,i −
1

RT ln10

(

��G
prot
Born,i +��G

prot
back,i

)

(6.24)Wij =
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[

Qh
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written as an N + M-dimensional vector �x = (x1, . . . , xN+K ), where xi is 0 or 1 if 
site i is deprotonated (reduced) or protonated (oxidized), respectively. Each state 
of the system has a well-defined energy which depends on the energetics of the 
individual sites and the interaction between sites. The energy of a state �xν is given 
by [46–50]:

where R is the gas constant; T is the absolute temperature; F is the Faraday con-
stant; xv, i denotes the protonation or redox form of the site i in state �xv, xoi  is the 
reference form of site i; pK intr

a, i  and Eintr
i  are the pKa value and redox potential, 

respectively, that site i would have if all other sites are in their reference form 
(intrinsic pKa value and intrinsic redox potential); E is the reduction potential of 
the solution; pH is the pH value of the solution; Wij represents the interaction of 
site i with site j.

Equilibrium properties of a physical system are completely determined by the 
energies of its states. To keep the notation concise, states will be numbered by 
Greek indices, i.e., for state energies we write Gv instead of G(�xv). For site indices, 
the roman letters i and j will be used. The equilibrium probability of a single state 
�xv is given by

with β = 1/RT  and Z being the partition function of the system.

The sum runs over all M possible states. Properties of single sites can be obtained 
from Eq. 6.26 by summing up the individual contributions of all states. For exam-
ple, the probability of site i being oxidized is given by

where xν,i denotes the protonation or redox form of site i in the charge state �xν. For 
small systems, this sum can be evaluated explicitly. For larger systems, Monte-
Carlo techniques can be used to determine these probabilities [51, 52].

(6.25)
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For a system of interacting sites, the protonation or reduction probabilities 〈xi〉 
can show a complex shape, thus rendering the assignment of pKa values or mid-
point potentials to individual sites difficult or even meaningless [45, 53–55]. The 
energy differences between microstates, however, remain well defined and thus 
form a convenient basis to describe the system. For individual sites in such a com-
plex system, one can however define pH-dependent pKa values and solution redox 
potential dependent midpoint potentials [56].

These values define properties that are directly related to a free energy difference 
[56] and are relevant for understanding enzymatic mechanisms.

6.4.3  An Illustrative Example

Titration curves with a non-standard sigmoidal shape can be seen in many protein 
titration studies, but their interpretation is often very complicated. Sometimes also 
small molecules show a complex titration behavior. One example is diethylene-
triamine-pentaacetate [57–59]. Here, we discuss a fictitious molecule with three 
groups and each of them can bind a proton. The intrinsic pKa values and the inter-
action energies are given in Fig. 6.10a. The resulting microscopic equilibria are 
given in Fig. 6.10b. The individual titration are given in Fig. 6.10c. Given all the 
different energy terms, the population of the microscopic and macroscopic states 
in dependence of pH can be calculated (Fig. 6.10d). Figure 6.10e shows how the 
individual titration curves and the population of the different microstates contrib-
ute to the titration curves of the individual sites.

The titration curve of the central group is unusual because of its non-monotonic 
shape. In particular between pH 5 and pH 9, the protonation probability increases 
with increasing pH (i.e. with decreasing proton concentration). The population of 
the microstates give a physical rational for the unusual, irregular titration behav-
ior of the central group. At high pH (low proton concentration), the protons bind 
preferable to the central group. Binding the second proton to one of the terminal 
groups while the central group stays protonated is unfavorable, because these two 
proton binding sites repel each other. Therefore, when the second proton binds, it 
is more favorable to deprotonate the central group and to protonate both terminal 
groups. When the two terminal amines are protonated, the two protons are at a 
greater distance from each other, and thus they repel each other less as compared 
to protonating one terminal and the central amine. Finally at very low pH (high 
proton concentration), all three sites will bind a proton.

(6.29)pKi = pH+
1

ln10

(

ln
�xi�

1− �xi�

)

(6.30)Eo
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RT

F
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ln
�xi�
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Fig. 6.10  Titration behavior of a fictitious molecule with three titratable groups. a Schematic 
drawing of a fictitious molecule with three titratable groups. The numbers in the circles are the 
intrinsic pKa values, the numbers at the arrows are the respective interaction energies. All num-
bers are given in pKa units. b Microscopic protonation equilibria. The numbers at the arrows 
indicate the microscopic pKa values. c Individual titration curve of the three sites. d Populations 
of the macroscopic (solid lines) and microscopic (lines with circles) states of the system. The 
dotted lines mark the macroscopic pKa values. e Contributions of the different microstates to the 
titration curves of the three individual sites. f Effective (solid lines) and microscopic (dashed 
lines) pKa values of the three sites
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Obviously, it is not easily possible to assign pKa values to the individual sites. 
All groups are associated with four microscopic pKa values (see Fig. 6.10f). 
However, using Eq. 6.29, it is possible to assign an effective pKa value to each 
site (see Fig. 6.10e). It can be seen that the effective pKa value assumes values that 
vary within the limits of the microscopic pKa value.

Even more interesting than the pH-dependence of the pKa values is the pH-
dependence of the protonation energy. The protonation free energy �Gprot is given by

This equation leads to a linear dependence of the protonation energy for pH-
independent pKa values that are found in the case of isolated titratable groups. 
However, if the pKa value is pH-dependent, the pH-dependence of the protonation 
free energy becomes non-linear.

Even if this example seems to be an extreme example, similarly complicated 
protonation equilibria caused by charge-charge interactions occur frequently in 
proteins. A sign of such complications are irregular titration curves. Moreover, 
even if the titration curves in proteins show apparently a standard sigmoidal shape, 
the interactions between titratable groups may lead to pH-dependent pKa values 
[56]. Such pH-dependent pKa values may lead to nearly pH-independent proto-
nation energies in a certain pH range and thus may explain why some particular 
residue can function as proton donor or acceptor over a large pH range allowing 
catalysis under different pH conditions. Probably for this reason, there are often 
more protonatable residues in the active site of enzymes than the specific function 
would require.

6.5  Other Applications of Continuum Electrostatic 
Calculations

The continuum electrostatic calculations have a great potential for studying the 
mechanism of enzymes. A step forward in the analysis of enzymatic mechanisms 
is the combination of continuum electrostatics with quantum chemical calculations 
as inCOSMO [60] orCPCM [61]. However, it is relatively difficult to model the 
protein environment appropriately with such methods. An attractive alternative is 
the self-consistent reaction field method (SCRF) which was developed by Tomasi 
and coworkers [62] and applied to protein systems by Bashford, Noodlemann 
and coworkers [63–67]. This method combines quantum chemical calculations 
with Poisson-Boltzmann calculations and allows to account for the charge dis-
tribution within the protein and solvent polarization effects in quantum chemical 
calculations.

To explore possible mechanisms, it is often required to examine many dif-
ferent possibilities. Sometimes, even many mechanism may be possible at the 
same time and a single answer may not exist. Such complex reaction schemes 
can be explored with the help of the microstate model introduced in Sect. 6.4.2.  

(6.31)�Gprot = RT ln10(pH− pKa)
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The kinetics of such reactions can be simulated by a master equation approach. 
The rate constants which are required for such simulations can be calculated 
using electrostatic methods [68–71]. Thus, combined with a master equation 
approach, continuum electrostatics offers also a possibility to access the non-equi-
librium behavior of biomolecular systems. In the microstate formalism given by 
Eqs. 6.25–6.28, charge transfer events are described as transitions between well-
defined microstates of a system. The time dependence of the population of each 
microstate can be simulated using a master equation

where Pν(t) denotes the probability that the system is in charge state v at time t, 
kνµ denotes the probability per unit time that the system will change its state from 
µ to v. In Eq. 6.32, the first sum includes all the reactions that generate state v, 
the second sum includes all the reactions that destroy state v. The summations run 
over all possible states µ. In order to restrict the number of states and only con-
sider states that are accessible in a certain energy range, methods like extended 
Dead End Elimination [72] can be used. Simulating charge transfer by Eq. 6.32 
assumes that these processes can be described as a Markovian stochastic pro-
cess. This assumption implies that the probability of a given charge transfer only 
depends on the current state of the system and not on the way in which the system 
has reached this state. The system given by Eq. 6.32 is a system of coupled lin-
ear differential equations with constant coefficients, for which an analytical solu-
tion exists [69, 70]. Equation 6.32 describes the time evolution of the probability 
distribution of microstates of the system. For these microstates, energies Gν and 
transition probabilities kνµ can be assigned unambiguously. The time-dependent 
probability of finding a single site in a particular form can be obtained by sum-
ming up individual contributions from the time-dependent probabilities Pν(t).

The application of the method outlined about to electron transfer reactions is par-
ticularly attractive, since their rates can be estimated using the rate law developed 
by Moser and Dutton [73, 74] which relies on the Marcus theory [75] and agrees 
well with experimental data. Mainly three factors govern the rate constants of bio-
logical electron transfer reactions: the energy difference between the donor state 
and the acceptor state, the environmental polarization (reorganization energy), and 
the electronic coupling between the redox sites. The energy barrier for the transfer 
process is given in the framework of Marcus theory as

(6.32)
d
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where �G◦ is the energy difference between donor and acceptor state and � 
is the reorganization energy. The electronic coupling between the redox sites is 
accounted for by a distance-dependent exponential function A exp(−β(R− R◦)), 
where R is the edge-to-edge distance between the electron transfer centers, R◦ rep-
resents a van der Waals contact distance and A represents an optimal rate.

The free energy �G◦ for a transition between two states v and µ can be cal-
culated within the electrostatic model using Eq. 6.25. The reorganization energy 
� contains two contributions, � = �o + �i, where �o is the solvent reorganization 
energy and �i is the inner sphere reorganization energy. �o was shown to be acces-
sible to calculations using electrostatic potentials obtained from the solution of the 
Poisson-Boltzmann equation [75, 76]. The inner sphere reorganization energy �i 
can be estimated by quantum chemical calculations and it is often found to be sig-
nificantly smaller than the solvent reorganization energy [77–80].

For analyzing a complex charge transfer system, it is of particular interest to 
follow the flow of charges through the system, i.e., the charge flux. The flux from 
state v to state µ is determined by the population of state v times the probability 
per unit time that state v will change into state µ, i.e., by kµνPν(t). The net flux 
between states µ and ν is thus given by

The net flux (Eq. 6.35) is positive if there is a net flux from state µ to state v. This 
flux analysis allows to deduct the reaction mechanism from even very complex 
reaction schemes [70].

In cases when the number of possible microstates get too large, the differen-
tial equation can not be solved analytically anymore. Thus, approximations and 
simulations need to be applied. One attractive simulation method is the dynami-
cal Monte Carlo Simulation scheme [81], which allows to simulate very complex 
reaction mechanism such as proton transfer through a protein matrix [82]. Again, 
the reaction parameter can be obtained from continuum electrostatic calculations. 
Each simulation trajectory describes one particular reaction path through the pos-
sible states of the system. A reaction mechanism can then be inferred from the 
analysis of many such trajectories. Up to now, this method was only applied to 
relatively simple systems [82]. However, future application to enzymes which 
involve chemical transformation, proton and electron transfer as well as conforma-
tional changes seem possible making dynamical Monte Carlo simulations a prom-
ising future road to analyze enzyme function.

6.6  Conclusion

Electrostatic interactions play a major role in biomolecular systems. In particular, 
the mechanism of enzyme cannot be understood without the correct evaluation of 
the effect of all charges involved in the enzyme or in the environment. The methods 
based on continuum electrostatics are extremely valuable in this task, since they allow 

(6.35)Jνµ(t) = kνµPµ(t)− kµνPν(t)
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the analysis of the electrostatic interactions involving the macromolecular partners 
in their environment at meaningful time scales. In this review, we have shown how 
continuum electrostatic methods provide essential information both on the thermo-
dynamics and the kinetics of biological mechanisms. These methods model essen-
tial biophysical aspects correctly and allow a computationally efficient calculation of 
biochemical reactions. We believe that continuum electrostatics has a broad range of 
applications in biomolecular modeling and the value of the method will become even 
more obvious when more and larger protein machines will be investigated.
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