
Abstract The conventional method to determine proto-
nation patterns of proteins was extended by explicit con-
sideration of structural relaxation. The inclusion of struc-
tural relaxation was achieved by alternating energy mini-
mization with the calculation of protonation pattern in an
iterative manner until consistency of minimized structure
and protonation pattern was reached. We applied this
method to the bacterial photosynthetic reaction center
(bRC) of Rps. viridis and could show that the relaxation
procedure accounts for the nuclear polarization and there-
fore allows one to lower the dielectric constant for the pro-
tein from the typically chosen value of εp = 4 to a value of
εp = 2 without fundamentally changing the results. Owing
to the lower dielectric shielding at εp = 2, the charges of the
titratable groups interact more strongly, which leads to
sampling problems during Monte Carlo titration. We
solved this problem by introducing triple moves in addi-
tion to the conventional single and double moves. We also
present a new method that considers ensembles of protein
conformations for the calculation of protonation patterns.
Our method was successfully applied to calculate the re-
dox potential differences of the quinones in the bRC using
the relaxed structures for the different redox states of the
quinones.

Key words Bacterial photosynthesis · Electron transfer ·
Protein electrostatics · Poisson-Boltzmann equation ·
Conformational flexibility

Abbreviations bRC Bacterial (photosynthetic) reaction
center · CPU Central processing unit · DMF Dimethyl-
formamide · MC Monte Carlo · MQ Menaquinone · QA Pri-
mary quinone · QB Secondary quinone · rms Root mean
square · UQ Ubiquinone

1 Introduction

Protonation patterns of proteins can be calculated with con-
tinuum electrostatic methods. In such an approach, the
aqueous solvent is represented by a medium with a high
dielectric constant, typically εs = 80, and the protein is rep-
resented by a cavity with a low dielectric constant. How-
ever, the value of the dielectric constant taken for the cav-
ity εp varies considerably, ranging from εp = 1 (Muegge
et al. 1996; Scarsi et al. 1997) to εp = 20 and larger (War-
shel et al. 1984; Antosiewicz et al. 1994; Demchuk and
Wade 1996). A high dielectric constant seems to yield bet-
ter agreement with experimental data, if simplified descrip-
tions of the protein charges are used (Antosiewicz et al.
1994). In those calculations the protonation of a titratable
amino acid is modelled by simply placing a unit charge at
a central atom of the titratable site. With a more detailed
charge model, where several atomic partial charges of the
titratable residue are changed upon protonation, good
agreement with experimental data was achieved by using
a dielectric constant of εp = 4 (Bashford et al. 1993; Anto-
siewicz et al. 1996). Apparently, the large value of the di-
electric constant (εp≥20) was necessary to compensate for
the effects from an unrealistic charge distribution, where
a unit charge is placed at a central atom of the titratable
site. The dielectric constant of εp ≥ 4 can be rationalized as
follows: A factor of 2 accounts for the effects of electronic
polarization, another factor of 2 or more for the effects of
nuclear polarization, i. e., for the reorientation of dipoles
and displacements of atoms (Warshel and Russel 1984;
Warshel and Åqvist 1991; Honig and Nicholls 1995; War-
shel et al. 1997).

In this study, we present a method that considers reor-
ientation and relaxation effects explicitly. We do this by
an iterative minimization scheme in conjunction with
conventional electrostatic calculations. Our goal is to ob-
tain a relaxed molecular structure, where we can use a
dielectric constant of εp = 2 for the protein to obtain sim-
ilar results as in electrostatic calculations with a dielec-
tric constant of εp = 4 using an unrelaxed structure. We
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also present a new method to calculate protonation pat-
terns that considers an ensemble of protein conforma-
tions. Our method differs from other approaches for in-
cluding multiple conformations in the calculations of ti-
tration curves (You and Bashford 1995; Beroza and Case
1996; Buono et al. 1994; Sham et al. 1997; Schaefer et al.
1997; Alexov and Gunner 1997) in several respects. In
previous approaches, the conformational changes were
done without accounting for intramolecular correlations.
Contributions arising from conformational changes of
non-titratable residues are not considered or are restricted
to conformational changes of hydrogen atoms only 
(Alexov and Gunner 1997). Furthermore, energy contri-
butions from non-electrostatic interactions (i. e., energy
contributions from Lennard-Jones potentials and from
bond-length and bond-angle deformation), which cancel
as long as only a single conformation is considered, are
often neglected. In our method, these effects are all in-
cluded. Moreover, we do not necessarily run into the com-
binatorial problem that the number of conformations in-
creases too steeply with the number of titratable groups,
since the correlation of conformations from different ti-
tratable groups can be considered easily.

We apply our new methods to the bacterial photosyn-
thetic reaction center (bRC) of Rps. viridis and compare
the results to a recent study without structural relaxation
(Rabenstein et al. 1998). The bRC is a pigment-protein
complex in the membrane of purple bacteria. It converts
light energy into electrochemical energy by coupling
photo-induced electron transfer to proton uptake from the
cytoplasm. Four polypeptides form the bRC of Rps. viri-
dis, the L, H, and M subunits and a tightly bound four-cen-
ter c-type cytochrome. These polypeptides bind fourteen
cofactors, one carotenoid, four hemes, four bacteriochlor-
ophylls, two bacteriopheophytins, one non-heme iron, one
menaquinone (MQ) and one ubiquinone (UQ). The two
quinones are called QA (MQ) and QB (UQ). They play an
important role in the coupling between electron and pro-
ton transfer by the ability to change their redox state as
well as their protonation state during the photosynthetic
process. Electronic excitation of the special pair, a bacte-
riochlorophyll dimer, induces a multi-step electron trans-
fer from the special pair to QA: From there, the electron
moves to QB. After this initial reaction, a second electron
transfer from QA to QB and two protonation reactions of
QB follow, resulting in a dihydroquinone QBH2. The dihy-
droquinone leaves its binding site and its replaced by an
oxidized UQ from the quinone pool. In our study, we con-
sider the unprotonated quinones only.

We calculate protonation patterns of the bRC with its
unprotonated quinones in the different redox states and also
the reaction energy of the first and second electron trans-
fer from QA to QB. Similar studies were already done at
the bRC of Rps. viridis (Lancaster et al. 1996) and of 
Rb. sphaeroides (Beroza et al. 1995). However, these stud-
ies did not include conformational variability. Further-
more, the reaction energies of the electron transfer from
QA to QB were not calculated (Lancaster et al. 1996) or
they were calculated only for the first electron transfer and

did not agree with experimental results (Beroza et al.
1995). In a recent calculation without structural relaxation,
we got reaction energies in agreement with experimental
results (Rabenstein et al. 1998). This success is probably
due to the appropriate quantum-chemically calculated
atomic partial charges for the cofactors, which we used.
Since conformational changes upon quinone reduction
could be observed in experiments (Stowell et al. 1997), it
remains interesting to investigate the effects of structural
relaxation. In one previous study of the bRC of Rps. viri-
dis, an energy minimization scheme was used to obtain re-
laxed protein conformations (Cometta-Morini et al. 1993).
In that work, even the bRC state, where the QB is singly
reduced and singly protonated (QB · H), was considered.
However, only a small part of the bRC near QB was in-
cluded in that computation, and the minimization was per-
formed with the titratable amino acids in their standard pro-
tonation state (at pH 7 in solution). Also no reaction ener-
gies for electron transfer were calculated.

2 Theory

Calculation of protonation patterns. The protonation prob-
ability 〈xi〉 of a titratable group i in a protein with N titrat-
able groups is given by the thermodynamic average
(Eq. (1)) over all possible protonation states of this protein
(Bashford and Karplus 1991),

(1)

where β = (kBT)–1. The value of the ith component of the
N-component protonation state vector q is the total charge
of the titratable group i, which can adopt the values –1 and
0 for acids or 0 and +1 for bases, in their unprotonated and
protonated state respectively; xi is unity if the group i is
protonated, and zero if the group i is unprotonated; Wµν is
the electrostatic interaction between the titratable groups
µ and ν if both are in their charged protonation state. The
outer sums run over all 2N possible state vectors q. The
sums in the exponential functions run over all titratable
groups. The energy ∆Gintr,µ is required to protonate group
µ at a given pH-value, while all other titratable groups are
in their uncharged protonation state. This energy is related
to the so-called intrinsic pKa-value of group µ pKintr,µ
as given in Eq. (2).

(2)

We calculated the differences between the intrinsic pKa-
values pKintr,µ in the protein and the pKa-values of appro-
priate model compounds in aqueous solution and the inter-
actions Wµν between the titratable group µ and ν by a con-
tinuum electrostatic method using the program MEAD
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(Bashford and Karplus 1990). This program solves the lin-
earized Poisson-Boltzmann equation for a molecular
system with different dielectric constants for the interior
of the molecule (εp) and for the solvent (εs) by a finite dif-
ference method (Warwicker and Watson 1982). The model
compounds for amino acids are the N-formyl N-methyl-
amide derivatives of the respective amino acid in aqueous
solution, whose pKa-values can be determined experimen-
tally.

Monte-Carlo sampling. The thermodynamic average in 
Eq. (1) can not be calculated exactly if the number of pos-
sible protonation states is too large. Even if there are only
20 titratable groups in a protein, an exact calculation is al-
ready very time consuming, since the number of possible
protonation states is 220≈106. Thus, we used a Metropolis
Monte Carlo (MC) method, implemented in the program
MCTI (Beroza et al. 1991), to calculate the protonation
pattern. The statistical uncertainty of this method can be
estimated by evaluating the protonation correlation func-
tion of each individual titratable group.

To improve sampling efficiency, the program MCTI al-
lows one to change the protonation state of two strongly
coupled titratable groups simultaneously in one MC move
(Beroza et al. 1991). Such double MC moves are done in
addition to simple MC moves. However, if small values
are used for the dielectric constant of the protein as for in-
stance εp = 2, the coupling of titratable groups is so strong,
that double moves alone are not sufficient to avoid sam-
pling problems. Therefore, in addition to double moves,
we introduced triple moves in the program MCTI, where
three strongly coupled titratable groups change their pro-
tonation state simultaneously in one MC move. Three sites
A, B, and C are defined as a strongly coupled triplet, if A
and B as well as B and C are coupled stronger than a cer-
tain threshold energy. Note that strong coupling of A and
C is not required to meet the criterion for a strongly cou-
pled triplet. With these triple moves, sampling problems
do not occur even with small εp-values.

Multiple conformations. If multiple conformations of a
protein are considered in the calculation of protonation pat-
terns, Eq. (1) needs modifications. Besides the average
over all protonation states q, also an average over confor-
mations labeled by n must be performed Eq. (3).

(3)

Here, ∆Gintr,µ(n) is the energy needed to protonate group
µ at a given pH, while all other titratable groups are in
their uncharged protonation state and the molecular
system is in conformation n. The matrix element Wµν(n)
is the electrostatic interaction between the groups µ and ν
in conformation n. The conformational energy of the
whole molecular system is accounted for by ∆GC(n) and
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may also include non-electrostatic terms of the conforma-
tional energy (such as energy contributions from Lennard-
Jones potentials or bond-length and bond-angle deforma-
tion). It is the relative conformational energy of the pro-
tonation reference state of conformation n, i. e., of the
state, in which all titratable groups are in their uncharged
protonation state. The energy of one conformation can be
chosen arbitrarily. Hence, ∆GC(n) can be considered as the
energy difference between the conformational energy of
the conformation n itself and the energy of an arbitrarily
chosen reference structure. This energy difference can be
obtained via the thermodynamic cycle depicted in Fig. 1
resulting in Eq. (4). Artifacts from a discrete grid cancel
by taking energy differences.

∆GC
inhom(n) = GC

inhom(n) – GC
inhom(0) =

=∆GC
hom(n) + ∆GR(n) – ∆GR(0) (4)

According to Fig. 1, the protein with a dielectric constant
εp is brought from a medium with homogeneous dielec-
trics, where the ionic strength is I = 0.0 and the dielectric
constant is εp everywhere, into the solvent with a dielec-
tric constant εs and a ionic strength I≥0. In the homogene-
ous medium, the conformational energy difference
∆Ghom(n) can be obtained analytically from a conventional
force field like CHARMM (Brooks et al. 1983). To distin-
guish the conformational energy in a homogeneous me-
dium from the required conformational energy in an inho-
mogeneous medium, these two energies are labelled as
∆GC

hom(n) and ∆GC
inhom(n), respectively. The energy ∆GR

(Eq. (5)) is required to bring a molecule from a medium
with a dielectric constant εp and ionic strength I = 0.0 into
a medium with a dielectric constant of εs and ionic strength
I≥0.

(5)

In Eq. (5) φ (εp, εs, I) is the solution of the Poisson-Boltz-
mann Equation with dielectric constants εp for the protein
and εs for the solvent and ionic strength I using the charge
distribution of the reference protonation-state. The sum in
Eq. (5) runs over all charges of the molecular system in the
reference protonation-state. The program MEAD, which
we used to calculate intrinsic pKa-values, is also able to
calculate this energy. A thermodynamic cycle similar to
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Fig. 1 Thermodynamic cycle to calculate the conformational energy



the one depicted in Fig. 1 has previously been used to cal-
culate relative binding constants of diprotein complexes
(Ullmann et al. 1997).

The above procedure differs from previous methods that
include different conformations in the computation of pro-
tonation patterns (You and Bashford 1995; Beroza and
Case 1996; Buono et al. 1994; Sham et al. 1997; Schaefer
et al. 1997; Alexov and Gunner 1997). Here the conforma-
tions of different titratable groups can be correlated using,
for instance, different molecular conformations from en-
ergy minimization or from a trajectory generated by mo-
lecular dynamics simulations or a Monte Carlo method.
With the correlated conformations the enormous combin-

atorial increase of uncorrelated conformations of the indi-
vidual titratable sites is avoided. But most important is
that the present method can also account for the energet-
ics of conformational changes of the non-titratable mo-
lecular groups, which generally can interact strongly with
the titratable groups. Furthermore, a change of the inho-
mogeneous dielectrics going along with a change of the
shape of the protein as well as contributions from non-
electrostatic interactions (i. e., energy contributions from
Lennard-Jones potentials and from bond-length and
bond-angle deformation) can also be included in our treat-
ment.

Structural relaxation. In the conventional method for cal-
culating protonation patterns, structural relaxation upon
changes in the electrostatic potential is not considered ex-
plicitly. Instead, it is incorporated only in an average way
by using a dielectric constant of εp≥4, which accounts for
electronic as well as for nuclear polarization effects (War-
shel and Russel 1984; Warshel et al. 1997). The latter are
due to reorientation of charged and polar molecular groups.
If only electronic polarizability is taken into account, the
dielectric constant is εp = 2, based on the high-frequency
dielectric constant of apolar organic liquids (Sharp and
Honig 1990).

In our method, nuclear polarization effects are treated
explicitly by structural relaxation. This is achieved in the
following manner. (i) To get reasonable starting values for
the protonation pattern at a given pH-value a conventional
calculation with εp = 4 is performed using the original un-
relaxed crystal or NMR structure. (ii) Now the atomic par-
tial charges of the titratable groups are assigned according
to their fractional protonation. These atomic partial charges
are obtained by a linearly weighted average of the charges
of the protonated and deprotonated state. Starting with this
charge assignment, we energetically minimized the struc-
ture using the program CHARMM (Brooks et al. 1983). To
save CPU-time, we used homogeneous dielectrics for the
energy minimization, which are valid only approximately.
To avoid artifacts due to energy minimization, protein at-
oms close to the surface are spatially constrained. 
(iii) Next, the calculation of the protonation pattern is re-
peated with the minimized structure. However, the dielec-
tric constant for the protein is now set to a value of εp = 2,
since the nuclear polarization is taken into account by the
structural relaxation, which occurs during the minimiza-
tion procedure. (iv) Steps (ii) and (iii) are repeated itera-
tively, until the calculated fractional protonation of each
individual titratable group differs less than a tenth of a pro-
ton between subsequent iteration steps providing selfcon-
sistency of structure and protonation pattern. Figure 2 sum-
marizes the algorithm.

Note that the energy minimization in step (ii) is per-
formed with the protonation pattern calculated in the pre-
vious step, but with the original structure as starting con-
formation. In the absence of thermal fluctuations, proto-
nation patterns and conformations are able to stabilize each
other, so that rather artificial conformations become pos-
sible. Therefore, for each minimization the original unre-
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Fig. 2 Overview of the complete procedure



laxed structure is used as starting conformation in order to
prevent the structure from drifting into conformations that
are too far away from the original structure.

3 Application

We applied our new methods to the bacterial photosyn-
thetic reaction center (bRC). To obtain the driving force of
the electron transfer reactions between the quinones, we
calculated the protonation patterns of the bRC with the pri-
mary quinone (QA) and the secondary quinone (QB) in the
different redox states (QAQB, QA

.–QB QAQB
.–, QA

.–QB
.–, and

QAQB
2–). Figure 2 provides a schematic overview of the to-

tal procedure.

Structure. In our calculations, we used the crystal structure
of the bRC of Rps. viridis with a resolution of 2.3 Å
(Deisenhofer et al. 1995), PDB entry 1prc. Since the cyto-
chrome c subunit is more than 25 Å away from the qui-
none binding sites, we neglected this subunit in our calcu-
lations. All sulfate ions and detergent molecules were re-
moved. For the electrostatic calculations, but not for ener-
gy minimization, all crystal water molecules were also re-
moved. The influence of water and ions was considered in
the electrostatic calculations by the continuum model. We
used an extended atom representation for the non-polar hy-
drogen atoms except for quinones, chlorophylls, and phe-
ophytins, where all hydrogens were treated explicitly. Co-
ordinates of explicitly treated hydrogen atoms were gen-
erated with CHARMM (Brooks et al. 1983). The positions
of the hydrogen atoms were subsequently energetically op-
timized with fixed positions of the heavy atoms.

In the crystal structure used, the QB binding pocket is
occupied to only 30% (Deisenhofer et al. 1995). A struc-
ture with improved occupancy and resolution at the QB site
has been solved but is not available yet (Lancaster et al.
1995; Lancaster and Michel 1996). Therefore, we adjusted
the 1prc bRC structure at the QB site according to pub-
lished data from Lancaster and Michel (1996) and Lancas-
ter et al. (1995). We rotated QB around the axis through the
methyl group at the quinone ring that is perpendicular to
the ring plane, so that the methoxy group opposite to the
methyl group was shifted 0.75 Å towards Ser L223. Fur-
thermore the carboxyl group of Glu L212 was rotated by
90° around the bond between Cγ and Gδ. This manipulated
structure is called “original structure” to distinguish it
clearly from the minimized structures occurring after ap-
plication of the relaxation procedure.

Atomic partial charges. The atomic partial charges of the
amino acids, including the protonated and deprotonated
state of titratable amino acids, were adopted from the
CHARMM 22 parameter set (MacKerell et al. 1992). The
acidic hydrogen atom of protonated glutamate and aspar-
tate was not represented explicitly. Instead, appropriate
charges were assigned symmetrically at the two carboxyl
oxygen atoms. The atomic partial charges that are not in-

cluded in the CHARMM 22 parameter set were calculat-
ed quantum-chemically with the program Spartan 4.0. We
fitted the atomic partial charges to represent faithfully the
electrostatic potential calculated from the wave functions
using the CHELPG-like method (Breneman and Wiberg
1990) implemented in Spartan. The atomic partial charg-
es of chlorophyll and pheophytin (Fig. 4) were calculated
semiempirically at the PM3 level, those of the quinones
(Fig. 3) in all considered redox states and of the deproto-
nated cysteine were calculated ab initio with the 
Hartree-Fock method using a 6-31G** basis set. The atom-
ic partial charges of the high spin non-heme iron (Kartha
et al. 1991) and its ligands were calculated by a density
functional method (LSDA/VWN) implemented in Spartan
using the DN** basis. The calculated partial charges of the
iron center and the two quinones are listed in 
Tables 1 to 4. The neurosporen and the isoprene tails of
MQ, chlorophyll and pheophytin were not considered in
the quantum chemical calculations. The atomic partial
charges of these apolar groups were set to zero.

Calculations with fixed redox state of the quinones. To
yield the protonation patterns of the bRC in the states
QAQB, QA

.–QB QA
.–QB

.–, and QAQB
2–, we fixed the quinones in

their respective redox states and performed electrostatic
calculations, MC sampling and structural relaxation. The
MC sampling procedure and the relaxation by energy min-
imization were described above. Arginine, aspartate, cys-
teine, glutamate, histidine, lysine, tyrosine, and the C- and
N-terminus, if not formylated, were considered as titrat-
able groups. The histidines coordinating the magnesium
ions of the chlorophylls and the glutamate and the histi-
dines coordinating the non-heme iron were not considered
as titratable. To determine the energetics of the electron
transfer processes, the quinones were fixed in the unpro-
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Fig. 3 Atom names used for MQ and UQ in Tables 1 and 2



tonated state. In the unprotonated state of histidine two tau-
tomers are possible. Both were considered in our calcula-
tions by an established method (Bashford et al. 1993), so
that we could also calculate the fraction of ε- and δ-tau-
tomers of histidines. In total 194 titratable groups were
considered in the calculations.

For the experimental pKa-values necessary for the cal-
culation of the intrinsic pKa-values, the parameters of
Bashford et al. (1993) were taken. For cysteine, which is
not present in the protein studied by Bashford et al. (1993),
we used a pKa-value of 8.5 for the model compound. In the
electrostatic computations, we performed focussing (Klap-
per et al. 1986) in three steps. Initially, we used a 
250 Å-cube with a 2.5 Å lattice spacing centered on the
protein, followed by a 60 Å-cube with a 1.0 Å lattice spac-
ing and finally a 15 Å-cube with 0.25 Å lattice spacing,
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Fig. 4 Atom names used for bacteriochlorophyll-b and bacterio-
pheophytin-b in Table 4

Table 1 Atomic partial charges for menaquinone (MQ), calculated
ab initio by the Hartree-Fock method. Atom names are adopted from
PDB-standard given in Fig. 3. Hydrogen atoms are named accord-
ing to their respective heavy atoms

Atom MQ.– MQ

C-1 0.35 0.54
O-1 –0.60 –0.50
C-2 –0.04 0.11
C-2M –0.14 –0.33

3 H-2M 0.05 0.11
C-3 –0.32 –0.40
C-4 0.45 0.68
O-4 –0.63 –0.51
C-5 –0.08 –0.18
C-6 –0.10 –0.05

H-6 0.11 0.12
C-7 –0.17 –0.12

H-7 0.10 0.14
C-8 –0.19 –0.14

H-8 0.10 0.14
C-9 –0.08 –0.06

H-9 0.10 0.13
C-10 –0.07 –0.10
C-11 0.25 0.33

2 H-11 0.00 0.01
C-12 –0.43 –0.48

H-12 0.19 0.20
C-13 0.18 0.20
C-14 –0.33 –0.27

3 H-14 0.07 0.08
C-15 –0.03 –0.20

3H-15 0.00 0.06

Table 2 Atomic partial charges for ubiquinone (UQ), calculated ab
initio by the Hartree-Fock method. Atom names are adopted from
PDB-standard given in Fig. 3. Hydrogen atoms are named accord-
ing to their respective heavy atoms

Atom UQ2– UQ.– UQ

C-1 0.45 0.52 0.65
O-1 –0.82 –0.62 –0.47
C-2 –0.11 –0.12 –0.15
O-2 –0.36 –0.30 –0.27
C-M2 0.26 0.12 –0.02

3 H-M2 –0.03 0.02 0.07
C-3 0.06 0.13 0.26
O-3 –0.37 –0.33 –0.33
C-M3 0.18 0.04 0.12

3 H-M3 –0.01 0.04 0.04
C-4 0.26 0.28 0.38
O-4 –0.79 –0.57 –0.45
C-5 –0.20 –0.03 0.15
C-M5 0.21 –0.01 –0.30

3 H-M5 –0.06 0.01 0.11
C-6 –0.41 –0.42 –0.42
C-7 0.37 0.39 0.28

2 H-7 –0.04 –0.04 0.01
C-8 –0.45 –0.50 –0.47

H-8 0.20 0.21 0.18
C-9 0.16 0.26 0.28
C-10 –0.05 –0.16 –0.26

3 H-10 0.02 0.07 0.10
C-11 –0.24 –0.38 –0.35

3 H-11 –0.01 0.03 0.07

Table 3 Partial charges of the iron center calculated by a density
functional method. Charges of carbon bound hydrogens have been
added to the charge of the respective carbon atom

Atom Charge Atom Charge Atom Charge

His-L190: His-M264: Glu-M232:
C-β –0.01 C-β 0.00 C-β –0.09
C-γ 0.28 C-γ 0.22 C-γ 0.18
C-δ2 –0.15 C-δ2 –0.16 C-δ 0.46
C-ε1 0.07 C-ε1 0.01 O-ε-1 –0.37
N-δ1 –0.32 N-δ1 –0.28 O-ε-2 –0.43
H-δ 0.38 H-δ 0.37
N-ε2 0.14 N-ε2 0.24

His-M217: His-L230:
C-β 0.00 C-β –0.01 Fe –0.28
C-γ 0.27 C-γ 0.23
C-δ2 –0.15 C-δ2 –0.12
C-ε1 0.15 C-ε1 0.05
N-δ –0.38 N-δ1 –0.33
H-δ1 0.38 H-δ 0.39
N-ε2 0.11 N-ε2 0.15



both centered on the titratable group. We used an ionic
strength of 100 mM, an ion exclusion layer of 2 Å, and a
solvent probe radius of 1.4 Å. The dielectric constant in
the protein was set to εp = 4 in the starting calculation and
to εp = 2 in the following calculations after energy mini-
mization. The dielectric constant of the solvent was set to
εs = 80. With the exception of the smaller value for the di-
electric constant εp, which accounts for the structural re-
laxation, these parameter values are similar to those used
by Bashford and Karplus (1990) and also to those used in
earlier calculations of the protonation pattern of the bRC
(Beroza et al. 1995; Lancaster et al. 1996). We neglected
the influence of the membrane, since calculations on the
membrane protein bacteriorhodopsin with and without a
membrane model yielded basically the same results (Bash-
ford and Gerwert 1992; Sampogna and Honig 1994).

The MC sampling was done at pH 7.5. Pairs of titrat-
able groups coupled stronger then 2.5 pKa-units were
treated by double moves. The threshold for strongly cou-

pled triplets, treated by triple moves, was set to 5.0 pKa-
units. In test calculations we found that these thresholds
are suitable to get satisfactory convergency behaviour. One
MC scan comprises as many random individual attempts
for protonation changes (MC moves) as there are titratable
groups considered. We did at first 5000 MC scans, consid-
ering all 194 titratable groups. Then we fixed the protona-
tion of all groups whose average fractional protonation had
a difference from unity or zero of less than 10–6 in their re-
spective protonation state. We excluded these groups from
further MC sampling. With this reduced set of about 
100 titratable groups, we performed another 50,000 MC
scans. The reduced MC method is implemented in the pro-
gram MCTI. The MC sampling was sufficient to reach a
standard deviation of less then 0.01 protons at each indi-
vidual titratable group. For most of the residues the stan-
dard deviation of a single group was much smaller than
0.01. The sum of the standard deviations for all fractional
protonations was for each state of the bRC about 0.02 pro-
tons only.

For the energy minimizations, we used the program
CHARMM (Brooks et al. 1983). Here, the dielectric con-
stant was set to ε = 2 everywhere. The Coulomb and Len-
nard-Jones interactions were calculated with a cut-off ra-
dius of 10.0 Å using group shift cut-off conditions. All 
atoms with a distance of more than 20 Å from the non-
heme iron were constrained to their position of the origi-
nal structure by a harmonic potential with a force constant
of 0.42 kJ mol–1 Å–2. We did not add water molecules to
the system, but in contrast to the electrostatic calculations,
the water molecules contained in the crystal structure were
included in the energy minimization. These water mole-
cules fill cavities in the protein and can thus account for
an otherwise heterogeneous dielectric medium (Ullmann
et al. 1996), which can not be handled with CHARMM.
We performed 1000 steps of energy minimization with
steepest descent, followed by 2000 steps with the conju-
gate gradient method.

Redox potentials of the quinones in solution. The contin-
uum electrostatic method is able to yield reliable values
merely for differences of reaction energies in different elec-
trostatic environments. Therefore, we need the redox po-
tentials of MQ and UQ in aqueous solution as reference
values for computing the reaction energy of the electron
transfer processes in the bRC. The redox potentials of qui-
nones can not be measured in a protic solvent, since a re-
duced quinone has such a large pKa-value that it will inev-
itably take up a proton. The redox potentials in aprotic sol-
vents, however, are known. These are –709 mV for
MQ/MQ.– in DMF, –602 mV for UQ/UQ.– in DMF (Prince
et al. 1983), and –1450 mV for UQ.–/UQ2– in acetonitrile
(Morrison et al. 1982). Therefore, we calculated the sol-
vation energy of the quinones in the different redox states
for water, acetonitrile and DMF as solvent by the contin-
uum electrostatic method using the program MEAD. The
dielectric constants used in these computations are ε = 80
for water, ε = 38 for acetonitrile, and ε = 37 for DMF (CRC
Handbook of Chemistry and Physics). The solvent radii are
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Table 4 Atomic partial charges for bacteriochlorophyll-b and bac-
teriopheophytin-b, calculated by the semiempiric PM3 method. At-
om names are adopted from PDB-standard given in Fig. 4. Hydro-
gen atoms are named according to their respective heavy atoms

Atom Chloro- Pheno- Atom Chloro- Pheno-
phyll phytin phyll phytin

Mg 0.10 – C-MA 0.01 0.00
3 H-MA 0.01 0.01

N-A 0.11 –0.49 C-MB 0.11 –0.02
C-HA –0.22 0.11 3 H-MB –0.01 0.03
C-1A 0.03 –0.02 C-MC –0.05 –0.09
C-2A 0.10 0.14 3H-MC 0.02 0.03

H-2A 0.05 0.06 C-MD –0.03 0.05
C-3A –0.04 –0.22 3H-MD 0.03 0.01

H-3A 0.06 0.07
C-4A –0.10 0.56 C-AA –0.13 0.06

2 H-AA 0.09 0.02
N-B 0.12 –0.50 C-BA –0.21 –0.30

H-B – 0.36 2 H-BA 0.08 0.10
C-HB –0.20 –0.65 C-GA 0.77 0.79

H-HB 0.19 0.21 O-1A –0.53 –0.54
C-1B –0.05 0.44 O-2A –0.42 –0.43
C-2B –0.16 –0.04 C-1 0.15 0.19
C-3B –0.32 –0.39 2 H-1 0.01 0.01
C-4B –0.02 0.40

C-AB 0.65 0.79
N-C 0.01 –0.35 C-BB –0.14 –0.41
C-HC –0.07 –0.46 3 H-BB 0.04 0.11

H-HC 0.20 0.17 O-BB –0.57 –0.52
C-1C –0.19 0.28
C-2C 0.24 0.17 C-AC –0.18 –0.11

H-2C –0.01 0.02 H-AC 0.08 0.07
C-3C –0.12 –0.22 C-BC 0.11 0.08
C-4C 0.05 0.17 3 H-BC 0.00 0.00

N-DB 0.01 0.52 C-AD 0.81 0.89
H-D – –0.01 O-BD –0.52 –0.55

C-HD –0.13 –0.20 C-BD –0.73 –0.80
H-HD 0.18 0.20 H-BD 0.29 0.30

C-1D –0.06 –0.25 C-GD 1.04 0.98
C-2D 0.18 0.05 O-1D –0.57 –0.53
C-3D –0.41 –0.43 O-2D –0.50 –0.49
C-4D 0.21 –0.15 C-ED 0.19 0.27

3 H-ED 0.00 –0.02



1.4 Å for water, 2.0 Å for acetonitrile, and 2.8 Å for DMF.
The calculated differences of the solvation energies are
small, yielding the following redox potentials of the qui-
nones corrected for water as solvent: –699 mV for
MQ/MQ.–, –592 mV for UQ/UQ.–, and –1420 mV for
UQ.–/UQ2–.

Energetics of electron transfer. The calculation of proto-
nation patterns yielded a different conformation for each
bRC state. Thus, in order to calculate the energy of the elec-
tron transfer from QA to QB, we had to consider two 
different conformations according to Eq. (3). To obtain 
the value for the conformational energy difference 
∆GC

inhom(n), we calculated the energy difference ∆GR(n)
using the program MEAD. We used initially a 200 Å cube
grid with a 2.0 Å lattice spacing, followed by a 100 Å cube
grid with a 0.5 Å lattice spacing. The centers of both grids
were placed on the geometrical center of the bRC. For
∆GC

hom(n), we used the full CHARMM energy (Brooks
et al. 1983) with the same cut-off parameters as used for
the energy minimization.

From the MC calculations with fixed quinone redox
state, we could identify the titratable groups with a frac-
tional protonation of less than 0.05 or more than 0.95 in
all conformations and bRC states. These groups were sup-
posed to contribute to the thermodynamic average in
Eq. (3) only in their totally deprotonated or protonated
state, respectively. Therefore, we fixed those titratable
groups in the totally deprotonated or protonated state and
did not consider them as titratable groups in subsequent
calculations. Thus, only four titratable groups remained
unfixed at pH 7.5. These residues are aspartate M182 and
glutamates H97, M171, and M76. To prove the reliability
of this approximation, we repeated the calculation of pro-
tonation patterns of all bRC states with this reduced set of
unfixed titratable groups. The difference of the fractional
protonation in this calculation compared to the MC calcu-
lation with the full set of titratable groups was less than
0.05 protons for each of the four unfixed residues.

In addition to the four unfixed titratable groups, the two
quinones were included in the computation as a redox pair.
In this case, the corresponding pH-dependent protonation
energy ∆Gintr, as defined in Eq. (2), is substituted by the
pH-independent redox potential difference of the two qui-
nones. The ∆Gintr is calculated with the condition that the
four titratable groups, which are varied in the calculation,
are in their uncharged protonation state. The redox poten-
tial difference between the two quinones in the protein is
obtained from their redox potential difference in aqueous
solution by accounting for shift of the redox potential dif-
ference calculated from the continuum electrostatic
method. In this case, the corresponding probability 〈x〉
characterizes the equilibrium distribution of the redox
states involved in the electron transfer process considered.
The energy of electron transfer was obtained from 〈x〉 by
using Eq. (6).

(6)∆G
x

x
= – ln

–
1

1β

Since the number of titratable group was small in this cal-
culation, no MC sampling was necessary and the thermo-
dynamic average (Eq. (3)) could be calculated exactly. The
exact evaluation of Eq. (3) prevents sampling problems,
which may occur with MC sampling if the energy of elec-
tron transfer is too large. If MC sampling were used, the
energetically unfavorered state is poorly sampled, and 〈x〉
is close to unity or zero, leading to large uncertainties in
the reaction energy calculated by Eq. (6) (Beroza et al.
1995).

4 Results and discussion

Improved MC-sampling with triple moves

In Table 5, examples for residues with sampling problems
are shown, when the calculations were performed with sin-
gle moves only, with single and double moves, and with
single, double and triple moves. For some residues, the
sampling problems with single moves or single and dou-
ble moves were so strong, that no statistical uncertainty
could be calculated. For the calculation of the statistical
uncertainty as described by Beroza et al. (1991), the cor-
relation time is needed. The correlation time, however, can
not be calculated, if the correlation function does not reach
a lower limit (Beroza et al. 1991). As can be seen in 
Table 5, the introduction of double moves fixes some, but
not all of the sampling problems. After introduction of
triple moves, sampling problems did not occur any longer,
and the statistical uncertainty was less than 0.01 for all res-
idues.

Relaxed selfconsistent structures

Consistency of energy minimized structure and protona-
tion pattern was reached after eight iterations for each bRC
state. We calculated root mean square (rms) deviations of
the final structures corresponding to different bRC states
relative to the original structure (i. e., the adapted crystal
structure) and relative to each other (Table 6). To align two
structures, we used the algorithm of Kabsch (1976). Wa-
ter molecules were not considered in the calculation of 
rms deviations.

633

Table 5 Examples of residues with MC sampling problems. Given
are the protonation probabilities with statistical uncertainty (±1σ) for
three residues with sampling problems in the first iteration of the
QA

.–QB-state, calculated from MC sampling with single, double and
triple moves

Residue Single Double Triple

Glu M171 (0.690) a (0.726) a 0.649±0.005
δ-His H9 (0.660) a 0.742±0.005 0.741±0.005
δ-His M162 (0.314) a (0.278) a 0.354±0.005

a Result is not converged, statistical uncertainty could not be calcu-
lated



The rms deviation of the final selfconsistent structures
relative to the crystal structure, averaged over all atoms, is
about 0.67 Å for all bRC states. However, the minimized
structures are not equal for the different bRC states. The
rms deviation among the minimized structures is up to
0.17 Å. Although Stowell et al. (1997) recently reported
dramatic conformational changes upon the first electron
transfer from QA to QB, the conformational changes cal-
culated here are relatively small. This is not surprising,
since minimization is only able to find the next minimum,
but not to overcome energy barriers, which is necessary to
obtain larger conformational changes. To consider larger
conformational changes, molecular dynamics or MC dy-
namics may be useful.

Total protonation and individual site protonation

Table 7 shows the protonation probability of all non-stan-
dard protonated residues that are less than 25 Å away from
the quinones. Furthermore, the difference in total protona-
tion between the ground state QAQB of the bRC and the
other states are listed. Significant differences in the proto-

nation pattern near the quinones between the original struc-
ture before relaxation (with εp = 4) and the final selfcon-
sistent structures after relaxation (with εp = 2) occurred
only at four residues (Glu H177, Glu H234, His L211, His
M16). The histidine changed between δ- and ε-tautomer,
but they remained nearly unprotonated. The two gluta-
mates changed from an intermediate protonation probabil-
ity in the original structure to a (nearly) complete protona-
tion in the relaxed structure. Hence, our relaxation method
tends to stabilize fully deprotonated or protonated states,
as can also be seen in a less pronounced way for most of
the other residues. Glu H177 and Glu H234 are responsible
for most of the change in total protonation for the unre-
laxed structure. Owing to the described stabilization effect,
for the relaxed structures, both residues are almost fully
protonated in all bRC states. Hence, the stabilization ef-
fect is responsible for the much smaller changes in total
protonation of the bRC, if structural relaxation is applied
(see last two rows of Table 7). At first glance, this effect
seems surprising, since a decrease of electrostatic screen-
ing by reducing the dielectric constant of the protein from
εp = 4 to εp = 2 will lead to increased differences in the pro-
tonation pattern due to changing the redox state of the qui-
nones. The structural relaxation seems to replace the die-
lectric screening by using the larger dielectric constant of
εp = 4. As a further consequence, changes in total protona-
tion were reduced to values as small as the statistical un-
certainty. However, the absence of proton uptake upon
changing of the initial state QAQB is not in agreement with
experimental results. At pH 7.5, Maróti and Wraight
(1988) and McPherson et al. (1988) measured a total pro-
ton uptake of 0.34 for the transition from the QAQB-state
to the QA

.–QB-state of the bRC of Rb. sphaeroides. Seb-
ban et al. (1995) measured this value for the bRC of Rb.
capsulatus to be 0.24 protons. Using an unrelaxed bRC
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Table 6 Root mean square (rms) deviations (in Å) of the minimized
structures respective to the crystal structure (column “x-ray”) and to
each other. Water molecules are not included in the calculation of
the rms deviation

Structure X-ray QAQB QA
.–QB QAQB

.– QA
.–QB

.– QAQB
2–

QAQB 0.670 0.000 0.096 0.096 0.154 0.122
QA

.–QB 0.668 0.096 0.000 0.132 0.174 0.147
QAQB

.– 0.665 0.096 0.132 0.000 0.132 0.109
QA

.–QB
.– 0.671 0.154 0.174 0.132 0.000 0.130

QAQB
2– 0.676 0.122 0.147 0.109 0.130 0.000

Residue Relaxation QAQB QA
.–QB QAQB

.– QA
.–QB

.– QAQB
2–

before 0.05 0.06 0.05 0.06 0.05
Glu H45 after 0.00 0.00 0.00 0.00 0.00

before 0.01 0.01 0.01 0.01 0.01
Glu H97 after 0.03 0.04 0.06 0.04 0.03

before 0.03 0.06 0.59 0.80 0.99
Glu H177 after 1.00 1.00 1.00 1.00 1.00

before 0.27 0.30 0.26 0.27 0.25
Glu H234 after 0.98 0.98 0.98 0.99 0.98

before 1.00 1.00 1.00 1.00 1.00
Glu L104 after 1.00 1.00 1.00 1.00 1.00

before 0.99 0.99 1.00 1.00 1.00
Glu L212 after 1.00 1.00 1.00 1.00 1.00

before 0.47/0.53 0.50/0.50 0.53/0.47 0.53/0.47 0.58/0.42
His L211 after 0.86/0.14 0.91/0.09 0.95/0.05 0.95/0.05 0.98/0.02

before 0.25/0.73 0.25/0.72 0.25/0.73 0.25/0.73 0.24/0.74
His M16 after 0.13/0.87 0.13/0.87 0.14/0.86 0.15/0.85 0.14/0.86

before 0.00 0.14 0.60 0.88 0.97
all1 after 0.00 0.02 0.05 0.02 0.03

1 Expressed as difference to the ground state QAQB, statistical uncertainty (±1σ) is ±0.02

Table 7 Total protonation of
the bRC and individual site
protonations at pH 7.5 before
relaxation by energy minimiza-
tion (εp = 4) and after relaxation
(εp = 2). All residues within a
distance of 25 Å from one of
the two quinones and with at
least 0.05 protons deviation
from standard protonation are
shown, except N-termini of 
L- and M-chain which are com-
pletely deprotonated in all
states before and after relaxa-
tion. For histidines, not the pro-
tonation, but the fraction of 
δ-/ε-tautomer is given. The 
remaining part (one minus 
fraction of δ-tautomer minus
fraction of ε-tautomer) is the
fraction of protonated histidine
(i. e., with a proton at the δ-N
and at the ε-N). Histidines pro-
tonated only at Nε2 are consid-
ered to be in standard protona-
tion and not included in the 
table



structure, the calculated value of the total proton uptake
agrees better with experimental results. The proton uptake
for the transition from the QAQB-state to the QAQB

.–-state
was determined to be 0.37 by McPherson et al. (1988) and
0.90 by Maróti and Wraight (1988). Both values were
measured with the bRC of Rb. sphaeroides. The proton up-
take upon the first electron transfer from QA to QB (QA

.–QB
→QAQB

.–) is therefore 0.03 (McPherson et al. 1988) or 0.56
(Maróti and Wraight 1988). From our calculations, we got
a value of 0.46 protons with the unrelaxed structure and
0.03 with the relaxed structures. Hence, in this case the re-
sults from the relaxed structures agree with the measure-
ments of McPherson et al. (1988), while the results from
the unrelaxed structure agree with the measurements of
Maróti and Wraight (1988). In addition to the problem that
different experimental groups obtained different results, a
comparison with these experimental data may be proble-
matic owing to the differences between the bRC of Rps.
viridis used in our calculations and the bRC’s of the pur-
ple bacteria used in the experiments (Rb. sphaeroides or
Rb. capsulatus). Also a partial protonation of the charged
quinones may contribute to the experimental values, but
was not considered in our study.

Energetics of the electron transfers

We considered the first and the second electron transfer
from QA to the unprotonated QB. The first electron trans-
fer is the transition from the QA

.–QB-state to the QAQB
.–-state.

We calculated the driving force of the electron transfer with
these two structures. The reference protonation and redox
state of both structures, used in the electrostatic calcula-
tion and in the calculation of the relative conformational
energy, is the state in which all titratable groups are in their
uncharged protonation state and the quinones are in the re-
dox state QAQB

.–. The conformation obtained by minimiz-
ing the energy with the quinones in the QAQB

.–-state is con-
sidered as conformation 0 according to Fig. 1. Then we ob-
tained –16 kJ/mol for ∆GC

hom(n). ∆GR(0) is 20 kJ/mol lower
than ∆GR(n), so that GC

inhom(n) is +4 kJ/mol. We used this
value in Eq. (3) to calculate the reaction energy of the first
electron transfer, yielding –95 mV (9.2 kJ/mol). If no
structural relaxation was applied, i. e., using only the orig-
inal structure with εp = 4, we calculated an energy value of
–160 meV (Rabenstein et al. 1998). Experimentally a
value of about –150 meV was measured for the bRC of
Rps. viridis (Baciou et al. 1991). The value from the cal-
culation without structural relaxation is not necessarily bet-
ter than the value obtained from the calculation with relax-
ation, since the deviation of both values from the experi-
mental value are within experimental uncertainty. Baciou
et al. (1991) measured the energy of the first electron trans-
fer as approximately the same at pH 7.5 and pH 9. At pH 9,
another group determined this energy to be about
–120 meV (Shopes and Wraight 1985), which is closer to
the value calculated with structural relaxation. In analogy
to the results for the protonation pattern, the calculation of
the reaction energy of the first electron transfer yields sim-

ilar results with the relaxation procedure and a dielectric
constant of εp = 2 for the protein as without relaxation and
εp = 4.

For the second electron transfer, the bRC structures of
the states QA

.–QB
.– and QAQB

2– were considered. The refer-
ence protonation and redox state of both structures is the
state where all titratable groups are in their uncharged pro-
tonation state and the quinones are in the redox state
QAQB

2–. The conformation obtained by minimizing the en-
ergy with the quinones in the QAQB

2–-state is considered as
conformation 0 according to Fig. 1. We obtained
+206 kJ/mol for ∆GC

hom(n). ∆GR(0) is 13 kJ/mol higher than
∆GR(n), so that GC

inhom(n) is +193 kJ/mol. Together with
the electrostatic calculation, this resulted in a total reac-
tion energy of +1.2 eV (120 kJ/mol) for the second elec-
tron transfer from QA to the unprotonated QB. Without re-
laxation, we calculated an energy value of +1.1 eV
(110 kJ/mol). Again without structural relaxation and
εp = 4, the results are similar to the results with structural
relaxation and εp = 2. The results also supports our conclu-
sion from a recent study without relaxation (Rabenstein
et al. 1998), where we found that the reaction energy for
the second electron transfer from QA to the unprotonated
QB is too large to allow a double reduced, unprotonated QB
as a thermally accessible intermediate. Hence, the second
electron transfer will not occur before protonation of the
single reduced QB. Even with explicit consideration of
structural relaxation, our conclusions obtained from unre-
laxed bRC structures remain unchanged.

5 Conclusion

In this study we formulated an expression to calculate pro-
tonation patterns of interacting titratable groups in a pro-
tein for an ensemble of different molecular conformations
(Eq. (3)). We presented a method to obtain energetically
minimized structures that are determined selfconsistently
with their protonation pattern. The structural relaxation re-
sulting from this procedure accounts for nuclear polariza-
tion effects. Thus, the dielectric constant in the protein
could be reduced from a value of εp = 4, typically used in
the absence of structural relaxation, to a value of εp = 2 ac-
counting only for electronic polarization effects with ba-
sically the same results. To overcome convergence prob-
lems occurring if the MC method for sampling the proto-
nation states of a molecular system is used in conjunction
with a dielectric constant as small as ε = 2, we introduced
triple moves involving a simultaneous change of the pro-
tonation state of three strongly coupled titratable groups.

We applied our method to the bRC of Rps. viridis to cal-
culate protonation patterns for different redox states of the
primary and secondary quinone QA and QB. The present
application demonstrates that the results from a conven-
tional calculation with a dielectric constant of εp = 4 for the
protein without structural relaxation are similar to the re-
sults from a calculation with a dielectric constant of εp = 2
for the protein with structural relaxation. In more detail,
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we observed that the effective dielectric screening is even
slightly stronger for εp = 2 with the procedure of selfcon-
sistent structural relaxation than for εp = 4 without relaxa-
tion.

Generally, it is expected that the probability of a titrat-
able group being in standard protonation is higher if a large
dielectric constant for the protein is used. Although we
used a low dielectric constant of εp = 2 for the protein, the
number of titratable groups that have a fractional protona-
tion in the protein significantly (more than 0.1 protons) dif-
ferent from that in solution and are closer than 25 Å to one
of the quinones is only six (Table 7). However, we have to
keep in mind that with the present procedure to calculate
protonation patterns the initial protonation pattern ob-
tained with the higher dielectric constant εp = 4 and the un-
relaxed structure tends to be stabilized. A related effect
could be observed by Wlodek et al. (1997).

Individual titratable groups that are partially protonated
in the unrelaxed protein structure tend to be fully proto-
nated or deprotonated in the selfconsistently relaxed struc-
ture, leading to a structure and protonation pattern of lower
energy. This may be a result of the structural relaxation
method, where the protonation pattern and the structure are
energetically minimized, corresponding effectively to a
dynamic at vanishing temperature and therefore correlat-
ing structure and protonation pattern too strongly. With a
molecular ensemble at non-vanishing temperature, these
correlations are reduced due to suitable entropic contribu-
tions. Such an ensemble can not be generated easily with
molecular dynamics solving Newton’s equation of motion.
During a molecular dynamics simulation, it is impossible
to change the protonation pattern discontinuously. This
problem does not occur with MC dynamics. An efficient
off-lattice MC dynamics method for proteins was recently
developed in our group (Knapp and Irgens-Defregger
1991; Hoffmann and Knapp 1996 a, 1996 b, 1997; Sartori
et al. 1998), and we are now working on combining this
MC dynamics with MC titration.

MC dynamics will also solve another problem which
appears with structural relaxation by energy minimization.
In contrast to energy minimization, molecular dynamics
and MC dynamics are able to overcome energy barriers.
This is often necessary, even if only apparently small con-
formational changes are involved. To demonstrate this, we
also tried to calculate the energetics of protonation reac-
tions of the QB in the bRC (results not shown). Our relax-
ation procedure was not able to give energetically favor-
able selfconsistent structures for the protonated states of
QB, so that the states where QB was unprotonated were fa-
vored strongly against those states where QB was proto-
nated, resulting in an unrealistic high energy for the pro-
tonation of QB. A similar result was obtained by Cometta-
Morini et al. (1993), who also applied a minimization
scheme for structural relaxation and found that the singly
reduced QB is completely deprotonated over the pH range
from 6 to 11. However, in a recent study, we calculated the
protonation energies for QB in the bRC without structural
relaxation and got energy values that are consistent with
experimental data (Rabenstein et al. 1998). Assuming that

for the protonation of QB a conformational energy barrier
must be overcome, energy minimization is not sufficient
to obtain properly relaxed structures. Therefore, a relaxa-
tion procedure needs to be applied that generates protein
conformations at non-vanishing temperature.
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