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On the basis of the Franck-Condon principle, a density functional vertical self-consistent reaction field
(VSCRF) solvation model for vertical excitation and emission processes is established. The principles and
implementation of the VSCRF model are presented. The predicted blue shifts of the vertical excitation energies
of diazines in different solvents fromn-heptane to water solutions are compared with the corresponding time
dependent density functional calculations and are in very good agreement with experiment. We have also
applied this method to predict the blue shifts and the vertical excitation and emission energies of Brooker’s
merocyanine dye with increasing solvent polarities from CHCl3 to H2O solutions. Overall, our calculations
predicted the relative excitation and emission energy orderings for Brooker’s merocyanine in different solvents
with different polarities. Also, the calculated Stokes shift is fairly well represented for different solvents, and
the calculations correctly show that the absorption energies have a much stronger solvent dependence than
the emission energies. The importance of both relaxation of the molecular structures and consideration of
explicit H-bonding H2O and CH3OH molecules in water and methanol solvents in predicting the solvatochromic
shifts is also discussed.

1. Introduction

It is well-known that the UV/visible absorption and emission
spectra (positions, intensities, and shapes) of chemical com-
pounds are usually influenced by the surrounding medium and
solvents. This results from the solute-solvent interactions
(including the ion-dipole, dipole-dipole, dipole-induced
dipole, and H-bonding interactions, etc.) which tend to change
the geometries, charge distributions, and therefore the excitation
and emission energies of the absorbing and fluorescent species.1

The term solvatochromism is used to describe the shift of an
UV or visible absorption band in solvents of different polarities.
Dye molecules with strong solvatochromic character have been
used as probes in the study of micelle/solution interfaces, model
liquid membranes, and microemulsions and phospholipid bi-
layers, applied in analytical chemistry, and used for indicating
solvent polarity (see ref 1 and references therein). Very recently,
solvatochromic effects (and also the solvent dependency of
fluorescence) have been used for sensing protein activity and
protein-protein interactions in living cells.2-5 For choosing and
making new dyes for different purposes, it would be valuable
to first predict the optical properties of the dye molecules as a
guide for experimental synthesis and measurements. In this

paper, we present a density functional vertical self-consistent
reaction field (VSCRF) theory to predict the vertical excitation
and emission energies, focusing particularly on the solvato-
chromic shifts of solvent-sensitive dyes with increasing solvent
polarity.

According to the Franck-Condon principle,6 during the
optical absorption (and emission) process, there is only elec-
tronic relaxation of the solute and solvent molecules, since the
orientational relaxation of the whole system cannot occur on
this fast time scale. In the past decades, many efforts have been
made in seeking the theoretical treatment of solvent effects on
electronic spectroscopy.7-35 Both continuum solvent models and
the use of explicit solvent molecules in combination with
continuum solvent models are increasingly popular in this
area.34,36-42 Most of the theoretical work in computing solvent
shifts on molecular excitation energies in different solvents has
been done at the semiempirical level, such as AM1, PM3, and
INDO. Semiempirical methods are normally much faster than
ab initio calculations and have achieved considerable success
in predicting the electronic and geometric properties for different
systems. However, different semiempirical methods may pro-
duce very different results.21 The parameters which were set
up for one molecule may not be suitable for another system,24

and some of these methods also suffer from the weakness of
properly describing the H-bonding interactions,21 which are very
important to be considered in predicting the solute excitation
and emission energies in protic solvents.31,43 Very recently,
solvent continuum models (PCM, polarizable continuum) for
predicting the vertical electronic transitions have been estab-
lished at the time dependent density functional theory (TD-
DFT)44 level.29-35 Calculations on then f π* transition energies
of diazines performed by Mennucci31 and Cossi and Barone34

have shown results which are in very good agreement with the
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experiments. However, calculations with TDDFT are still not
straightforward in the optimization of geometries on the excited
state surfaces for emission processes. It is also not clear how
TDDFT can be applied if the excitation is from or the emission
is to a diradical broken-symmetry state (like the ground state
surface of twisted stilbene).45 In the present work, we systemati-
cally develop a density functional vertical self-consistent reaction
field (VSCRF) solvation model with∆SCF methodology,43-52

suitable for both absorption and emission, and apply this to
diazines and to Brooker’s merocyanine. Our applications of this
method to other solvent-sensitive fluorescent dyes have recently
appeared.43

DFT methods have been widely used to study the electronic
and geometric properties of different organic and inorganic
systems.46-52 DFT GGA (generalized gradient approximation)
functionals are able to predict reasonable H-bonding properties.53

For calculating the emission energies, one has to obtain the
relaxed geometries of the chromophore on the excited state
surface in different solvents. This can be easily done with the
∆SCF method using the Amsterdam density functional program
package.54 This also makes our VSCRF method easily applicable
to study the fluorescence band shift with increasing solvent
polarity.

Our implementation of the VSCRF method is based on our
original self-consistent reaction field (SCRF) development,55-57

where the solute molecule is computed by density functional
theory in the presence of a solvent reaction field. The reaction
field is evaluated from a finite-difference solution to the
Poisson-Boltzmann (PB) equation, and self-consistency be-
tween the reaction field and the electronic structure of the solute
is achieved by iteration. We will call this full SCRF method
the SCRF(FDPB) method hereafter (FDPB) finite-difference
Poisson-Boltzmann algorithm). The SCRF(FDPB) calculation
applied to a solute geometry allows the electronic structure
relaxation in both the solute and the solvent and, implicitly,
the orientational (geometry) relaxation of the solvent. Once the
SCRF(FDPB) calculation on the ground state (S0) (or the first
excited singlet state (S1)) is achieved, the VSCRF procedure
on the excited state (or the ground state) allows only the
electronic structure reorganization for both the solute and the
solvent, and the vertical excitation (or emission) in solution is
then obtained. In common with our SCRF(FDPB) work, the
VSCRF method is readily extended to more complex combined
protein-solvent environments, and the first applications of this
to photoactive proteins have been completed.58,59

In the next section, we will present the VSCRF methodology.
Related methods withab initio Hartree-Fock theory were
developed by Liu et al.27,28 and with semiempirical methods
(INDO/S) were developed by Karelson et al.17aThe electrostatic/
dielectric theory framework that we developed is similar in
approach to the work of Sharp’s60 standard electrostatics theory.
The computational details will be given in section 3. Then, the
applications will be given in section 4. For comparison with
recent TDDFT calculations,34 we will first apply our method
to predict the solvatochromic shifts of diazines in several
solvents fromn-heptane to water solutions, where the importance
of H-bonding effects will also be shown. Then, calculations on
Brooker’s merocyanine dye (4′-hydroxy-l-methylstilbazolium
betaine) will be discussed. Brooker’s merocyanine is a typical
solvent-sensitive dye with dramatic blue shifts with increasing
solvent polarity.11,12,20-22,61-65 Very recently, Baraldi et al.
reported for the first time the emission energies of this dye in
different solvents.24 The emission bands also show blue shifts
with increasing solvent polarity. However, the shifts are not as

large as those in the absorption process. These authors also
performed calculations using the “solvation-CS INDO” method
to predict the blue shifts of both the absorption and emission
bands of this molecule in different solutions. They used the
polarity factork(ε) as a variable to represent the polarities of
the solvents. The solute geometry, however, was unchanged in
their calculations in different solvents. Also, no explicit H-
bonding interactions were considered in protic solvents. Here,
we will first see if our SCRF/VSCRF(FDPB) calculations
predict an improved absorption band shift for Brooker’s
merocyanine from CHCl3 to H2O solutions, and we will see
how important geometry relaxation and the inclusion of the
explicit H-bonding interactions are in predicting this shift. Then,
calculations on the excitation and emission energies of Brooker’s
merocyanine in several other solvents will be presented.

2. Principles

The model system consists of a solute molecule, which is to
be treated quantum mechanically, residing in a cavity within a
continuum dielectric medium, which represents the solvent.
During a vertical excitation process, the electronic distribution,
including both the DFT-modeled electron density and the
electronic polarization of the medium, is altered, while, in
accordance with the Franck-Condon principle, the nuclear
geometry of the solute and the orientational polarization of the
dielectric medium are unchanged. A formalism that separates
the energetics of the fast (electronic) part of the dielectric
response from the equilibrium response is therefore needed.

We now begin with the absorption process to describe the
methodology. The energetics of the ground state charge
distribution have been outlined elsewhere57,66 but are sum-
marized here to establish the context and the notation. Consider
the process of building up the ground state charge distribution,
Fi, inside the cavity from nothing by infinitesimal increments
δF. At some intermediate stage where the distribution so far is
F, and the potential it gives rise to isφ, the incremental work
of adding the next increment,δF, is δW ) ∫φ δF d3x. The F
dependence ofφ is assumed to be governed by the Poisson
equation, so it can be conveniently expressed by the Green
function,Geq(x,x′), which satisfies

where the differentiation acts on thex dependence ofG, δ is
the (3-dimensional) Dirac delta function, andε(x) has the value
1 inside the solute cavity and the equilibrium (or static) dielectric
constant value,εeq, outside (εeq ≈ 80 in H2O). In other words
G(x,x′) is the potential atx that would result from placing a
unit point charge atx′. The equilibrium potential due to an
arbitrary charge distributionF is thenφ(x) ) ∫G(x,x′) F(x′) d3x′.
The incremental work can then be written by

Functional integration fromF ) 0 to F ) Fi gives the classical
electrostatic work of forming the initial charge distribution as

In practical calculations, the DFT codes calculate the Coul-
ombic plus exchange correlation energies of the electron density
and nuclear charges along with the electronic kinetic energy,
while a Poisson solver provides electrostatic potentials but not
Green functions. Therefore, some transformations of eq 3 are

∇ε(x) ∇Geq(x,x′) ) -4πδ(x - x′) (1)

δW ) ∫∫Geq(x,x′) F(x′) δF(x) d3x d3x′ (2)

Wi ) 1/2∫∫Geq(x,x′) Fi(x′) Fi(x) d3x d3x′ )
1/2∫φi,eq(x) Fi(x) d3x (3)
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needed. The Green functions can always be written as the sum
of a Coulomb term and a reaction field term:

whereG(r) is free of singularities and discontinuities in the
cavity interior. Substituting this form into eq 3 gives

where

and therefore

Here, Fi includes both the electron and the nuclear charge
densities (and so willFf for the final state), since the solvent
responds to the total charge density of the initial state.

Including the remaining quantum terms for the kinetic energy,
Ti, and exchange-correlation energy,EXC(i), and separating
Wi

coul(tot) into nuclear-electron attraction,VNe(i), nuclear-
nuclear repulsion,VNN(i), and electronic repulsion,Wi

coul(ee),
terms (Wi

coul(tot) ) VNe(i) + VNN(i) + Wi
coul(ee)) give the

following for the ground state free energy,G0
i , for the solvated

ground state density,Fi:

whereE0
i (Fi) ) Ti + VNe(i) + VNN(i) + EXC(i) + Wi

coul(ee) is
the electronic energy andWi

r ) 1/2∫Fi(x)φi,eq
r (x) d3x is the direct

reaction field energy. The nuclear repulsion term is the same
for the ground and excited states, since the geometry is the same
for a vertical excitation, and therefore, this subtracts out for the
vertical excitation energy. In the present work, we have
neglected both the zero point vibrational energy and the thermal
energy contributions to the solute free energy in both the ground
and excited states.

Now consider the rapid change of the charge distribution in
the cavity fromFi to Ff, which can be regarded as the appearance
of an additional charge distribution,∆F ) Ff - Fi. The rapidity
of the process is such that only the optical (electronic)
component of the medium’s dielectric response is able to follow
it. At an intermediate stage of this process where the extra charge
so far is∆F′, the additional potential is∆φ′ ) ∫Gop(x,x′) ∆F′(x′)-
d3x′, whereGop is the solution of an equation similar to eq 1,
except thatε outside the cavity now takes on the optical
dielectric constant value,εop ) n2 ≈ 2 (wheren is the index of
refraction). The incremental electrostatic work expression is now

where the first term is the work done against the pre-existing
equilibrium potential,φi,eq(x), and the second is the work done
against the potential arising from the new charge so far,∆F′.
Functional integration from zero to the full change,∆F, gives

the electrostatic work done during the excitation process

Now substituting eq 4 into eq 10 and including changes in
other energy terms give

where we have made use of the fact that 2Fi∆F + ∆F∆F ) FfFf

- FiFi, whereFi ) Fi
el + Fi

N andFf ) Ff
el + Ff

N. For both states
i and f, the total charge density is the sum of the electronic (el)
and nuclear (N) densities. For fixed nuclei,Fi

N ) Ff
N, so∆Fif )

∆Fif
el for vertical excitations. The reaction potential due to

some distributionF in the cavity isφ(r) ) ∫G(r)(x,x′) F(x′) d3x′.
In practice, such a reaction potential can be obtained by solving
the Poisson equation for the particular charge and dielectric
distribution in question and subtracting off a vacuum Coulomb
potential for the same charge distribution. In terms of reaction
field potentials, the free energy expression for the vertical
excitation energy (based on eq 11) becomes

whereE0
i andE0

f are the solute electronic energies of the initial
and final charge distributions, respectively,φi,eq

(r) is the reaction
potential ofFi obtained from the Poisson equation solution with
the dielectric outside the cavity set toεeq, and ∆φop

(r) is the
reaction potential of∆F obtained with the outside dielectric set
to εop. Now the vertical excitation energy,∆Gex

if , is described
by the sum of three terms: (1)∆E0 ) E0

f - E0
i , which is the

increase in the solute electronic energy upon excitation; (2) the
potential term,∆Gpot ) ∫φi,eq

(r) (x) ∆Fif (x) d3x, which describes
the change of the reaction field energy caused by the reorga-
nization of the solute electronic structure; and (3) the response
term, ∆Gres ) 1/2∫∆φop

(r)(x) ∆Fif (x) d3x, which is the change of
the free energy due to the electron relaxation in the solvent.

Alternatively, the final vertical excited state energy including
all contributions is

which then gives the vertical excitation energy,

as in eq 12. Applying the variational principle toFf gives the
final reaction field potential,φf

(r) ) φi,eq
(r) + ∆φop

(r).
For the emission process, the initial state (i) is the relaxed

excited state and the final state (f) is then the vertical ground
state. The emission energy,∆Gem

if , can also be described, as in
eq 12.

G(x,x′) ) |x - x′|-1 + G(r)(x,x′) (4)

φi,eq(x) ) ∫ Fi(x′)
|x - x′| d3x′ + φi,eq

r (x) (5)

φi,eq
r (x) ) ∫Geq

r (x,x′) Fi(x′) d3x′ (6)

Wi ) Wi
coul(tot) + Wi

r ) 1/2∫∫Fi(x′) Fi(x)

|x - x′| d3x d3x′ +

1/2∫∫Geq
r (x,x′) Fi(x′) Fi(x) d3x d3x′ (7)

G0
i (Fi(solvated))) Ti + VNe(i) + VNN(i) + EXC(i) +

Wi
coul(ee)+ Wi

r ) E0
i (Fi) + 1/2∫Fi(x) φi,eq

r (x) d3x (8)

δW ) ∫∫Geq(x,x′) Fi(x′) δF(x) d3x d3x′ +

∫∫Gop(x,x′) ∆F′(x′) δF(x) d3x d3x′ (9)

Wex
if ) ∫∫Geq(x,x′) Fi(x′) ∆F(x) d3x d3x′ +

1/2∫∫Gop(x,x′) ∆F(x′) ∆F(x) d3x d3x′ (10)

∆Gex
if ) [1/2∫∫Ff

el(x′) Ff
el(x) - Fi

el(x′) Fi
el(x)

|x - x′| d3x d3x′ + ∆T +

∆VNe + ∆EXC] + [∫∫Geq
(r)(x,x′) Fi(x′) ∆F(x) ×

d3x d3x′ + 1/2∫∫Gop
(r)(x,x′) ∆F(x′) ∆F(x) d3x d3x′] (11)

∆Gex
if ) E0

f - E0
i + 1/2∫[2φi,eq

(r) (x) + ∆φop
(r)(x)]∆Fif(x) d3x )

∆E0 + ∆Gpot + ∆Gres (12)

Gex
f ) E0

f + 1/2∫φi,eq
(r) (x) Fi(x) d3x + 1/2∫[2φi,eq

(r) (x) +

∆φop
(r)(x)]∆Fif(x) d3x (13)

∆Gex
if ) Gex

f - G0
i (14)
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Our mathematical formalism is quite simple compared to that
in important prior work on this problem; one can compare eqs
11-13 and their derivations with those of Aguilar et al. (eq
35)13 and Li et al. (eqs 20-21 and 25-28).14 The physical
foundation also clearly involves (1) application of Gauss’s law
in dielectric media for the solvent reaction field potential due
to the ground state charge distribution, and the “fast electronic”
solvent response reaction field potential due to the excitation
charge density; (2) the assumed validity of the linear response
(see eqs 1, 2, 3, and 9); (3) the electrostatic work on excitation
against the pre-existing potential (∆Gpot), and against the varying
optical potential (∆Gres), and the corresponding separation of
time scales; and (4) the use of the variational principle on both
the equilibrium (Fi) and nonequilibrium states (Ff). Despite
substantial differences in notation and numerical methods (FDPB
vs a surface charge method13), the final result is evidently the
same, as shown by Thompson67 in a simple case.

3. Computational Details

3.1. DFT Calculations. All quantum mechanical DFT
calculations have been performed using the Amsterdam density
functional (ADF, version 2000) package.54 The parametrization
of Vosko, Wilk, and Nusair (VWN)68 was used for the local
density approximation term, and the corrections of Becke (1988)
(B)69 and Perdew (1986) (P)70 were used for the nonlocal
exchange and correlation terms. The molecular orbitals were
expanded in an uncontracted triple-ú Slater-type orbital basis
set, along with a single set of polarization functions, which
constitutes basis set IV in the ADF code. The inner core shells
of C(1s), N(1s), and O(1s) were treated by the frozen core
approximation. The accuracy parameter (accint) for the numer-
ical integration grid was set to 4.0.

Since the solute geometry varies with the solvent, we need
to obtain the optimized geometries of the solute in different
solvents with different polarities. There is a solvation model in
the ADF program named COSMO (conductor-like screening
model) which allows us to optimize the solute geometry in
solution.40-42 The COSMO starts from a solvent model with a
dielectric constant equal to infinity and then rescales this back
to a finite dielectric using a well-known rescaling formula

X is a scaling factor. For largeε’s, X becomes much less
important, and the COSMO is most accurate for largeε’s in
any event. We have appliedX ) 0.5 for diazine calculations in
solvents withε < 5.0.34 The default value ofX ) 0.0 has been
used in the geometry optimizations for Brooker’s merocyanine
in different solvents.

For the emission processes, geometry optimizations are
performed on the first excited singlet state (S1) (actually a mixed
state, we will call it S′1, see below). An electron is promoted
from the â-HOMO to the â-LUMO during the S′1 state
geometry optimizations. The S′1 state energy (ES′1

) calculated in
this way has to be corrected because of spin-contamination.71,72

To achieve spin-decontamination, the first excited triplet state
(T1) energy,ET1, (by promoting an electron from theâ-HOMO
to the R-LUMO) on the same geometry has to be obtained.
Then, the S1 state energy after spin-decontamination will
be45,71,72

The next step is to perform SCRF(FDPB) calculations on
the optimized (S0 or S′1 state) geometries, to obtain the reaction

field potential for the VSCRF calculations. Both the SCRF-
(FDPB) and VSCRF methods were implemented in the ADF2000
code. The SCRF(FDPB) procedure is described briefly as
follows: (1) One performs a gas-phase single-point energy
calculation on the COSMO optimized (S0 or S′1 state) solute
structure. (2) The CHELPG program55 is then used to fit the
point charges of each atom from the molecular electrostatic
potentials (ESPs) calculated by the ADF program. (3) One
performs the solvation calculation by using the MEAD (Mac-
roscopic Electrostatics with Atomic Detail) program developed
by Bashford,73-76 to solve the Poisson-Boltzmann equation
with a numerical finite-difference method. (4) One adds the
reaction field potential obtained from step 3 to the Hamiltonian
of the ADF single-point energy calculation. The iteration of steps
1-4 continues until self-consistency between the reaction field
potential and the electronic structure of the solute is achieved.

For the emission process, we also perform the first excited
triplet state (T1) SCRF(FDPB) calculation (promoting an
electron from theâ-HOMO to theR-LUMO) at the S′1 state
COSMO optimized geometry, to obtain the S1 state spin-
decontamination energy using eq 16.

In COSMO, charge fit, and MEAD calculations, the van der
Waals radii for atoms C, O, N, and H were taken as 1.67, 1.4,
1.55, and 1.2 Å, respectively. The dielectric constants of the
solvents in COSMO and MEAD (in SCRF) calculations areε

) 1 for the solute cavity,εeq ) 1.9 for n-heptane (CH3(CH2)5-
CH3), εeq ) 4.6 for ethyl ether (CH3CH2OCH2CH3), εeq ) 4.7
for chloroform (CHCl3), εeq ) 8.9 for dichloromethane (CH2-
Cl2), εeq ) 20.7 for acetone (C(CH3)2O), εeq ) 37.5 for
acetonitrile (CH3CN), εeq ) 32.7 for methanol (CH3OH), and
εeq ) 80 for H2O. εop ) 2.0 (except for 1.9 forn-heptane) is
applied for the solvent region during the VSCRF calculations.
The dielectric boundary between the interior (withε ) 1) and
the exterior (withε ) εeq or εop) of the solute region is defined
by the contact surface of rolling a probe sphere (with radiusr
) 5.6, 4.6, 3.3, 3.3, 3.4, 3.2, 2.5, and 1.4 Å for the above
solvents, respectively) over the solute in both COSMO and
MEAD calculations.

In the end of the SCRF(FDPB) iteration, the electronic density
distribution, the potential resulting from the reaction field, and
the ESP charges at the nuclei are then saved for the VSCRF
calculation. The iteration procedure in the VSCRF calculation
can be described in the following: (1) For an absorption process,
both the S′1 state and T1 state single-point energy calculations
are performed at the S0 state COSMO optimized geometry. The
reaction field potential (φi

r ) φi,eq
(r) ) of the solvated relaxed

ground state (obtained from converged SCRF(FDPB) calcula-
tions) is added to the Hamiltonian of the two calculations. For
the emission process, two S0 state single-point energy calcula-
tions are performed at the S′1 state COSMO optimized geom-
etry, and the reaction field potentials obtained from the S′1 state
and T1 state SCRF(FDPB) calculations are added separately to
the S0 state calculations. (2) The electronic density distribution
is taken from step 1, and the ESP charges are fitted. (3) The
differences of electronic densities (∆Fif ’s) between the current
excited state (for absorption) or ground state (for emission) and
the relaxed ground state (for absorption) or excited state (for
emission) over the grids of the ADF program are computed.
(4) A set of the ESP charge differences for each atom center
between the current state and the relaxed state is also calculated.
Using this set of ESP difference charges (again withε ) 1 in
the solute region), we then perform a MEAD calculation to get
the reaction field potential,∆φif

r ) ∆φop
(r), corresponding to the

electronic relaxation of the solvent (εop ) 2 in the solvent

f(ε) ) (ε - 1)/(ε + X) (15)

ES1
) 2ES ′1

- ET1
(16)
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region). Then, the vertical excitation and emission energies are
computed from eq 12. (5)φi

(r) + ∆φif
r is then added back to the

Hamiltonian of the ADF calculation in step 1. The iteration of
steps 1-5 will be repeated until self-consistency between the
electron relaxation in the solute and in the solvent is achieved.
The final potential is

According to eq 16, the final S1 state vertical excitation energy
or absorption energy can be written as

Similarly, the vertical emission energy (absolute value) after
spin-decontamination will be

It has been found that the∆SCF procedure of the DFT
method underestimates the absolute value of the vertical S1 state
excitation energy.45 However, we will focus more on the relative
excitation energies to predict solvent dependencies.

4. Applications

4.1. Solvatochromic Shifts of Diazines.The blue shift of
the lowestn f π* electronic transition of diazines and the
effects of possible H-bonding interactions between diazine nitro-
gen atoms and the protic solvent (especially water) hydrogen
atoms have been of great interest for many research-
ers.15-17a,26,31,34,77The recent TDDFT study including both the
bulk solvent effect and explicit H-bonding interactions predicted
very good excitation energies and the blue shifts of the three
diazines from vacuo (the experimental data were actually taken
in isooctane) to water solution.31 Cossi and Barone performed
similar TDDFT calculations on the diazines in more solvents,
includingn-heptane, ethyl ether, acetonitrile, and water.34 The
three diazines are also known as pyridazine (1,2-diazine),
pyrimidine (1,3-diazine), and pyrazine (1,4-diazine).31 Before
applying the VSCRF method to larger systems, we first would
like to see how our method compares with the TDDFT34 and
the experimental data77 for the blue shifts of diazines with
increasing solvent polarities fromn-heptane to water solutions.
We will also see if the explicit H-bonding H2O effect is
important to include in our model calculations in order to predict
accurate shifts.

Our VSCRF results together with the TDDFT and experi-
mental data are given in Table 1. Two cases are considered for
the solutes in H2O. One is without H-bonding interactions; the
other is with two explicit H-bonding H2O molecules. All
geometries in H2O are optimized using the COSMO in the ADF

program. Then, the S0 state SCRF(FDPB) and the S′1 state and
T1 state VSCRF calculations are performed upon the COSMO
optimized geometries. The structures of the diazines with two
H2O molecules are shown in Figure 1.

We see the TDDFT method is obviously better than the∆SCF
calculations in predicting the absolute values of the vertical
excitation energies. As expected, the∆SCF method underesti-
mates the S1 state excitation energies. However, the SCRF/
VSCRF(FDPB) calculations are as good as the TDDFT in
predicting the blue shift energies of the diazines fromn-heptane
to water solutions. In the low dielectric region, our VSCRF
method predicts a little larger energy shift (fromn-heptane to
ethyl ether or acetonitrile) than the corresponding TDDFT
results. However, the blue shifts fromn-heptane to water
obtained by VSCRF calculations are much closer to those from
the experimental data than those from the TDDFT results,
especially for pyridazine and pyrimidine.

If no explicit H-bonding H2O molecules are considered, the
VSCRF calculations also underestimate the blue shifts (or the
vertical excitation energy differences of∆Eabs ) Eabs(H2O) -
Eabs(n-heptane)) for the three molecules. Compared with the
corresponding TDDFT values of∆Eabs, the VSCRF results are
on average 0.05 eV closer to the experimental data. When two
explicit H-bonding H2O molecules are included in the model
(see Figure 1), the VSCRF calculations predict∆Eabsvalues of
0.47 eV for pyridazine, which reproduces the experimental shift
value, and 0.31 eV for pyrimidine, which is also in very good
agreement with the observed shift of 0.33 eV and still better
than the corresponding TDDFT result of 0.23 eV.

Here, the VSCRF calculations also show that consideration
of the H-bonding effects is very important in order to predict
the correct blue shifts for diazines fromn-heptane to water. Now
we apply the VSCRF calculations to Brooker’s merocyanine
for both absorption and emission processes.

4.2. Applications to Brooker’s Merocyanine. Brooker’s
merocyanine is a typical solvent-sensitive dye which was
proposed as an indicator of solvent polarity.1

TABLE 1: VSCRF and TDDFT Calculated and Experimentally Observed Absorption Energies (Eabs) (electronvolts) for
Diazines in Different Solventsa

pyridazine pyrimidine pyrazine

solvent VSCRF TDDFT exptl VSCRF TDDFT exptl VSCRF TDDFT exptl

vacuo 3.24 3.59 3.79 4.38 3.43 4.00
n-heptane 3.32 3.69 3.69 3.84 4.43 4.24 3.46 4.01 3.92
ethyl ether 3.46(0.14) 3.80(0.11) 3.74(0.05) 3.93(0.09) 4.49(0.06) 4.27(0.03) 3.49(0.03) 4.03(0.02) 3.92(0)
acetonitrile 3.57(0.25) 3.90(0.21) 3.85(0.16) 3.99(0.15) 4.55(0.12) 4.32(0.08) 3.52(0.06) 4.06(0.05) 3.94(0.02)
water (no H-bonds) 3.63(0.31) 3.91(0.22) 4.02(0.18) 4.56(0.13) 3.53(0.07) 4.06(0.05)
water+ 2H2Ob 3.79(0.47) 4.04(0.35) 4.16(0.47) 4.15(0.31) 4.66(0.23) 4.57(0.33) 3.62(0.16) 4.17(0.16) 4.11(0.19)

a The TDDFT data are taken from ref 34. The TDDFT results in water are taken from their “cluster 2” calculations. The experimental values
(exptl) are from ref 77. The shifts fromn-heptane are given in parentheses.b The structures of pyridazine+ 2H2O, pyrimidine + 2H2O, and
pyrazine+ 2H2O are in Figure 1a-c, respectively.
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Figure 1. COSMO optimized structures of diazines with two explicit
H-bonding H2O molecules in water solution: (a) pyridazine+ 2H2O;
(b) pyrimidine+ 2H2O; (c) pyrazine+ 2H2O.
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It has been found that the excitation energy of this dye
changes dramatically by 0.78-0.80 eV from CHCl3 to H2O
solution.22,24,64,65There is also a blue shift of the fluorescence
bands with increasing solvent polarity, which was reported very
recently by Baraldi et al.24 In this paper, we will compare our
results with the experimental data presented in Baraldi’s paper.

It has been suggested that the large solvatochromic shift is
caused by a distinct change of this molecule from a quinonoid
structure (Figure 2a) in nonpolar solvents, such as chloroform,
to a benzenoid (zwitterion) structure (Figure 2b) in polar
solvents, such as water. Several semiempirical calculations using
AM1, PM3, CNDO, INDO, and Hartree-Fock calculations all
predicted a quinone structure for this molecule in the gas phase.
The semiempirical methods plus reaction field calculations also
predicted that the quinone structure is dominant at low dielectric
constants.11,12,20-22,24,61-63 However, experimental evidence from
NMR spectroscopy demonstrates that Brooker’s merocyanine
is mainly in the zwitterionic structure even in solvents of low
dielectric constants, such as chloroform.22 None of the theoretical
calculations so far have correctly reproduced the experimental
structure of this molecule in nonpolar solutions.22 The DFT with
BLYP potential calculations performed by Morley et al. obtained
the gas-phase structure with nearly equal bond lengths of 1.409,
1.417, and 1.411 Å for the three central C-C bonds. They
therefore suggested that the real structure in the gas phase may
also be a zwitterion and the conventional molecular orbital
methods at the Hartree-Fock level are not able to reproduce
the correct geometry. Here, we take this molecule as an example
to see if the DFT VWN/BP method plus the COSMO solvation
model will reproduce the experimental structure of this molecule
in CHCl3; how the solute-solvent interactions will influence
the molecular structures, charge distributions, and excitation
energies; how explicit H-bonding interactions with two to four
water molecules will influence the excitation energy of this dye
in water solution; and, furthermore, if the VSCRF calculations
will predict correct shift trends of the absorption and emission
bands of this molecule in other solvents with increasing solvent
polarities.

4.2.1. SCRF/VSCRF(FDPB) Calculations at the Gas-Phase
Geometry.The optimized gas-phase geometry of Brooker’s
merocyanine is shown in Figure 3a. Just as Morley et al. found,
the three middle C-C bonds are of nearly equal bond lengths
of 1.400, 1.403, and 1.401 Å. The central C2-C3 bond is very
slightly longer than the C1-C2 and C3-C4 bonds. It is expected
that upon solvation, even with fairly nonpolar solvents, the
molecular structure will change. Normally, the solute structure
will be the combination of the two extreme resonance quinoidal
and zwitterionic structures, and the contribution of the two
extreme resonance forms to the resonance hybrid varies in
different solvents.78

The importance of geometry optimizing solute structure in
solvents with different polarities has been addressed.20 Now

assuming initially that the molecular geometry does not change
upon solvation, we would like to see if the SCRF(FDPB) and
VSCRF calculations will predict the solvatochromic shift from
CHCl3 to H2O, and then how important the geometry relaxation
will be in improving the calculations. Therefore, the SCRF-
(FDPB) and VSCRF calculations were first performed upon the
gas-phase structure of this molecule.

The values of dipole moment (µ) and the energy terms in
eqs 8 and 12 are given in Table 2.

Upon solvation, the electronic structure is rearranged and the
solute electronic energy (E0

i ) increases with increasing solvent
polarity (see Table 2). However, the reaction field energy (Wi

r)
decreases more significantly, and therefore, the total free energy
(G0

i ) of the system decreases with increasing solvent polarity.
In the ground state, the highest occupied molecular orbital

(HOMO) is mainly localized on atoms C2, C4, O8, C6, C9, N13,
C16, and C11 (see the molecular orbital plot of the solute in

Figure 2. (a) Quinonoid structure of Brooker’s merocyanine. (b)
Benzenoid (zwitterion) structure.

Figure 3. Main bond lengths of the ground state Brooker’s merocya-
nine (a) in the gas phase, (b) in CHCl3, (c) in H2O without explicit
H2O molecules, (d) in H2O with two H-bonding H2O molecules, (e) in
H2O with three H-bonding H2O molecules, and (f) in H2O with four
H-bonding H2O molecules.
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CHCl3 as an example in Figure 4, labeled as S0). But the ener-
gies of molecular orbitals, the contributions of the atomic orbitals
to the molecular orbital, and the bonding characters of the central
C-C bonds vary upon solvation. From the gas phase to nonpolar
(CHCl3) and polar (H2O) solutions, the distribution of theπ
electrons moves toward the right side of the molecule. In the
gas phase, the dipole moment of this molecule is only 16.23 D.
In contrast, in solution, the right side becomes more negative
and the left more positive. The dipole moment increases to 25.73
and 30.83 D in CHCl3 and in H2O, respectively. Comparing
the ground state energies (G0

i ), we found that the solvation
effect in CHCl3 stabilizes the molecule by 0.78 eV, while, in
H2O solution, the energy goes down further by 0.47 eV.

As an example, the molecular orbital plot for theπ f π*
promoted electron of the vertical S′1 state in CHCl3 is also
given in Figure 4. Theπ orbitals of atoms C1 and C3 have the
largest contribution to this molecular orbital. This contrasts with
the ground state, where this electron is mostly localized at atoms
C2 and C4. Therefore, from the S0 state to the S′1 state, the
electron density shifts to the left side of the molecule. We see
the dipole moments in the S′1 state of the molecule are all
smaller than the corresponding ones in the S0 state. This is
consistent with what is normally observed from experiments,
since, if the dipole moment of the solute decreases during the
electronic transition, the Franck-Condon excited state is in a
strained solvent cage of oriented dipoles not correctly disposed
to efficiently stabilize the excited state. Thus, with increasing
solvent polarity, the energy of the ground state is lowered more
than that of the excited state, and this produces a blue shift.1

For comparison, we also obtained the components of the
vertical excited state dipole moment by using twice the S′1
state value minus the corresponding T1 state dipole moment
component. The vertical state dipole moments obtained using
this averaging process are 23.52 and 27.09 D in CHCl3 and
H2O, respectively, which are very close to theµS′1

v values of
23.33 and 27.88 D, respectively.

In Table 2, we see that the vertical excitation energy (Eabs)
mainly comes from the change in the solute electronic energy
(∆E0). The response term (caused by the electron relaxation in
the solvent) (∆Gres) is very small. The potential term (caused
by the reorganization of the solute electronic structure within
the reaction field) (∆Gpot), although much smaller than∆E0, is
important to determine the totalEabsvalue. For this system,∆E0

decreases but∆Gpot increases, and overall,Eabs increases with
increasing solvent polarity. (This opposite shift of∆E0 compared
to ∆Gpot, with ∆Gpot being larger, is expected for a linear
response dielectric medium.∆E0(solvent) - ∆E0(gas) is the
“electronic strain term” in the excitation energy (see refs 55,
57, and 66). However, the vertical excited state is a “nonequi-
librium” state with respect to both geometry and solvation.)
Here, we correctly predicted the blue shift when going from
the solvent CHCl3 to H2O. However, the relative shift ofEabs-
(CHCl3) versusEabs(H2O) (0.130 eV) is much smaller than the
observed value of 0.777 eV.

4.2.2. SCRF/VSCRF(FDPB) Calculations at the COSMO
Optimized Geometries.To see if geometric relaxation in solution
will improve the predicted solvatochromic properties, and how
the molecular structure will change upon solvation, we geometry
optimized the structure using the COSMO solvation model in
the ADF program. The main bond lengths of the optimized
structures are shown in Figure 3b (in CHCl3) and c (in H2O).
The SCRF(FDPB) and VSCRF calculations were then per-
formed at the optimized geometries. The values of dipole
moment (µ) and the ground state and vertical excitation energy
terms in eqs 8 and 12 (after spin-decontamination) for the dye
in the CHCl3 and H2O solutions are given in Table 3.

Compared with the energy terms obtained from the SCRF-
(FDPB) calculations at the gas-phase geometry (Table 2), after
the geometry relaxation in CHCl3 and H2O, the electronic energy
(E0

i , associated with the zeroth order “gas-phase” Hamiltonian)
of the solute is further increased and the reaction field energy
(Wi

r) stabilized with increasing solvent polarity. The total
energy (G0

i ) of the molecule in CHCl3 (after the SCRF
calculations) is slightly stabilized by 0.050 eV; however, the
G0

i in H2O is lowered significantly by 0.145 eV. In the
excitation process, now the values of∆E0 are smaller, but the
reaction field effects are much larger than the corresponding
ones obtained at the gas-phase geometry. In H2O solution (Table
3), the∆Gpot and the∆E0 terms have nearly equal contributions

TABLE 2: Ground (S 0) and Vertical First Excited Singlet State (S1) Dipole Moment Values (µS0and µS′1
v ) (debyes), S0 State

Energies (G0
i ) E0

i + Wi
r) (electronvolts), and Vertical Excitation Energies (Eabs ) ∆E0 + ∆Gpot + ∆Gres) (electronvolts)

Calculated at the Gas-Phase Geometry of Brooker’s Merocyaninea

relaxed S0 stateb vertical S1 statec

Eabs

solvent µS0 E0
i Wi

r G0
i µS′1

v ∆E0 ∆Gpot ∆Gres VSCRF exptld

gas phase 16.23 -184.337 0.000 -184.337 15.62 1.610 0.000 0.000 1.610
CHCl3 25.73 -183.928 -1.192 -185.120 23.33 1.466 0.162 -0.004 1.624 2.022
H2O 30.83 -183.358 -2.229 -185.587 27.88 1.332 0.429 -0.007 1.754 2.799

a The geometry of the gas-phase Brooker’s merocyanine is shown in Figure 3a.b See eq 8 for the energy terms. Values in CHCl3 and in H2O are
obtained after the SCRF(FDPB) calculations.c See eqs 12 and 18 for the energy terms. Values in CHCl3 and in H2O are from the VSCRF calculations.
Spin-decontamination has been applied to every energy term according to eq 16.d From ref 24.

Figure 4. Molecular orbital plots for the electron in theR-HOMO of
the ground state (S0) and theπ f π* promoted electron in the vertical
S′1 state (see text). The electronic structures are obtained for Brooker’s
merocyanine from the SCRF(FDPB) calculations in CHCl3 at the gas-
phase geometry. The figure is generated with MOLEKEL.79
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to the vertical excitation energy (Eabs). Also,∆Gpot still is larger
than the electronic strain term in the excitation energy, which
has opposite sign. Again, the blue shift inEabs follows that in
∆Gpot.

After geometry relaxation in solution, theEabsvalue in CHCl3
is only increased by 0.004 eV but the one in H2O solution is
increased by 0.212 eV. The energy difference between the two
bands now is changed to 0.34 eV, which is closer to the
experimental value of 0.78 eV. Therefore, for predicting
reasonable vertical excitation energies from the VSCRF calcula-
tions, geometry relaxation is very important, especially for the
structures in polar solutions, such as H2O.

Comparing with the gas-phase geometry, we found that the
central C2-C3 bond in the COSMO optimized structure in
CHCl3 now is shortened by 0.016 Å and the distances of C1-
C2 and C3-C4 are elongated by about 0.02 Å. We see the
structure changed toward the zwitterion form. This is consistent
with the 1H and13C NMR experimental results which suggest
that Brooker’s merocyanine exists as a resonance hybrid which
is weighted toward the zwitterion even in the nonpolar solvent,
CHCl3.22 All previous semiempirical calculations were not able
to predict this zwitterion structure in CHCl3.11,12,20-22,61-63 Here
again, we see the merit of the DFT method in structural property
calculations. When going to the H2O solution, the structure is
even more polarized with distinct single-double-single bond
character for these three bonds. Now C2-C3 is shortened by
0.027 Å and C1-C2 and C3-C4 are elongated by more than
0.03 Å. The C7-O8 bond is significantly elongated from 1.252
Å in the gas phase to 1.294 Å in H2O. After geometry relaxation,
the calculated dipole moment is enlarged by 2.24 and 5.01 D
in CHCl3 and H2O solutions, respectively.

To see how the SCRF(FDPB) procedure will reproduce the
electronic structure at the COSMO optimized geometries, we
give in Table 3 the ground state dipole moment (µS0) and the
total energy values (G0

i ) obtained from both the ADF output
after the COSMO geometry optimization and the result from
the converged SCRF(FDPB) calculation. The two methods
predict nearly the same values ofµS0 andG0

i for the structure in
CHCl3 solution. In water solution, the results from the SCRF-
(FDPB) procedure are different from those of the ADF-
(COSMO) calculation by only 1.00 D for the dipole moment
and 0.133 eV for the total energy. With the same set of atomic
radii, solvent radius, and dielectric constant, the continuum
solvent models of the COSMO and the SCRF(FDPB) calcula-
tions will predict quite similar electronic structures and energies
for this dye molecule.

4.2.3. ImproVement by Adding Explicit H-Bonding Water
Molecules.Though the absolute and relative vertical excitation
energies predicted by the SCRF/VSCRF(FDPB) calculations are
improved by using the COSMO optimized geometries, the
energy difference betweenEabs(CHCl3) and Eabs(H2O) is still
much smaller than the experimental value. Morley et al.

observed that the large blue shift in protic solvents arises from
both a dielectric effect and a hydrogen bonding effect.22 Notice
that, for the electronic structure of the molecule in H2O solution,
the largest contribution (21.0%) of the electron in theR-HOMO
(the same for theâ-HOMO) comes from atom O8 (for other
atoms: C4 (16.9%), C2 (16.1%), C9 (11.4%), C6 (9.2%), C7

(5.2%), N13 (4.6%), C16 (4.0%), C11 (3.7%), C15 (1.0%));
certainly the explicit H-bonding water molecules around atom
O8 would influence the charge distributions and theπ f π*
transition energies. Here, we studied three models with two,22

three, and four water molecules, respectively, and optimized
the structures using the COSMO. The two water molecules in
the +2H2O model are in the same plane of the solute, and the
H-bonds of the+3H2O model are in a tetrahedral form, like
the C-H3 group. In the+4H2O model, two water molecules
are in the same plane of the solute and another two are in the
plane perpendicular to the solute. The main bond lengths of
the optimized geometries for the+2H2O, +3H2O, and+4H2O
models are shown in Figure 3d-f, respectively.

By adding two H-bonding H2O molecules, the vertical
excitation energy (Eabs ) 2.122 eV, see Table 4) is obtained
from the SCRF/VSCRF(FDPB) calculations, which is larger by
0.156 eV than the previous one without considering the
H-bonding H2O molecules. This increment comes from changing
both∆E0 and∆Gpot. The energy difference ofEabs(H2O) - Eabs-
(CHCl3) is increased to 0.494 eV, which is again closer to the
experimental value of 0.777 eV. The structure of the molecule
is further polarized with the central C2dC3 bond shortened and
the two single bonds, C1sC2 and C3sC4, lengthened by 0.004
Å. The distance of C7sO8 is elongated by 0.026 Å, and the
dipole moment,µS0 (see Tables 3 and 4), is changed from 35.84
to 37.38 D. The energy gap between the LUMO and the HOMO
is increased from 1.757 to 1.863 eV.

Meanwhile, in the+3H2O and+4H2O models, the vertical
excitation energy is further increased to 2.176 and 2.235 eV,
respectively, and the energy difference ofEabs(H2O) - Eabs-
(CHCl3) is increased to 0.548 and 0.607 eV, respectively.
Comparing with the+2H2O model, we found that the increased

TABLE 3: Dipole Moments (µS0 and µS′1
v ) (debyes), S0 State Energies (G0

i ) (electronvolts), and Vertical Excitation Energies (Eabs)
(electronvolts) Calculated at the COSMO Optimized Geometries of Brooker’s Merocyanine

relaxed S0 state vertical S1 statec

COSMOa SCRF(FDPB)b Eabs

solvent µS0 G0
i µS0 E0

i Wi
r G0

i µS′1
v ∆E0 ∆Gpot ∆Gres VSCRF exptl

CHCl3 27.80 -185.167 27.97 -183.800 -1.370 -185.170 23.78 1.287 0.350 -0.009 1.628 2.022
H2O 34.84 -185.599 35.84 -182.844 -2.888 -185.732 30.33 1.082 0.902 -0.018 1.966 2.799

a Results obtained from the ADF output after geometry optimization using COSMO.b Results obtained from converged SCRF(FDPB) calculations
at the COSMO optimized geometries. See eq 8 for the energy terms.G0

i ) E0
i + Wi

r. c See eqs 12 and 18.Eabs ) ∆E0 + ∆Gpot + ∆Gres. Spin-
decontamination has been applied to every energy term according to eq 16.

TABLE 4: Ground and Vertical S 1 State Dipole Moment
Values (µS0 and µS′1

v ) (debyes) and Vertical Excitation Energies
(Eabs ) ∆E0 + ∆Gpot + ∆Gres) (electronvolts) of Brooker’s
Merocyanine with Two, Three, and Four Explicit H-Bonding
H2O Molecules Obtained from VSCRF Calculationsa

Eabs(H2O) -
Eabs(CHCl3)

model µS0 µS′1
v ∆E0 ∆Gpot ∆Gres Eabs calcd exptl

+2H2O 37.38 31.27 1.227 0.927-0.032 2.122 0.494
+3H2O 37.36 30.96 1.327 0.877-0.028 2.176 0.548 0.777
+4H2O 37.86 31.46 1.401 0.863-0.029 2.235 0.607

a See Figure 5d-f. Ground state geometries were optimized using
the COSMO. Energy terms are give after spin-decontamination.
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vertical excitation energies in the+3H2O and+4H2O models
are caused by the increase of the∆E0 values. Though there is
charge redistribution going from the+2H2O to +3H2O and
+4H2O models, the dipole moments ofµS0 andµS1 for the three
structures are quite similar to each other. However, the molecular
structures of the+3H2O and+4H2O models are more polarized.
The bond lengths of C1sC2, C3sC4, and C7sO8 are elongated,
and the C2dC3 bond is shortened. In the+4H2O model, the
H-bonding distances of the two water molecules which are in
the same plane with the solute are shorter than the other two
which are perpendicular to the solute plane (see Figure 3f).

Comparing theEabs(H2O) - Eabs(CHCl3) values obtained from
the SCRF/VSCRF(FDPB) calculations at different geometries,
0.130 eV at the gas-phase geometry, 0.338 eV at COSMO
optimized geometries in CHCl3 and H2O without explicit H2O
molecules, and 0.494, 0.548, and 0.607 eV by adding two, three,
and four H2O molecules for the structure in H2O solution, clearly
we see that the calculated result is better after relaxing the
molecular structures using the COSMO, is improved by adding
two explicit H-bonding H2O molecules, and is further improved
by including three or four H-bonding H2O molecules. The best
value ofEabs(H2O) - Eabs(CHCl3) ) 0.607 eV we obtained here
is also better than the recent solvaton-CS INDO calculation
(0.525 eV),24 where the solute geometry was unchanged in
different solvents and no explicit H-bonding interactions were
considered.

So far we have only considered the explicit H-bonding effect
in water. On the other hand, chloroform may also be considered
as a hydrogen bond donor. We therefore added one explicit
chloroform molecule (see Figure 5) H-bonding to the oxygen
atom. COSMO geometry optimization in bulk CHCl3 shows
that the solute structure is a little more polarized by this
explicitly interacting CHCl3 molecule. The vertical excitation

energy predicted by the FVSCRF-PB/VSCRF calculations is
1.647 eV, which is only 0.019 eV larger than the one without
the explicit CHCl3 molecule. We see the explicit H-bonding
H2O molecules have much larger effects on the solute excitation
energies. Now taking 1.647 eV as the solute excitation energy
in CHCl3, the blue shifts of absorption spectra from CHCl3 to
H2O will be 0.475, 0.529, and 0.588 eV for the+2H2O, +3H2O,
and+4H2O models, respectively.

4.2.4. Excitation and Emission Calculations in Different
SolVents. We computed both the excitation and emission
energies for Brooker’s merocyanine in chloroform, dichlo-
romethane, acetone, acetonitrile, methanol, and water. The
results are given in Table 5 and Figure 6.

For the absorption process, experimentally the excitation
energies are in the orderEabs(chloroform) < Eabs(dichlo-
romethane)< Eabs(acetone)< Eabs(acetonitrile)< Eabs(metha-
nol) < Eabs(water). Except for the relative positions ofEabs-
(acetonitrile) andEabs(methanol), our VSCRF calculations
correctly predicted this ordering. Since the dielectric constants
of acetonitrile (37.5) and methanol (32.7) are similar to each

TABLE 5: SCRF/VSCRF(FDPB) Calculated and Experimentally Observed Absorption (Eabs) and Emission (Eem) Energies
(electronvolts) and Relaxed and Vertical Transition S0 State and S1 State Dipole Moments for Brooker’s Merocyanine in
Different Solvents

absorption emission

Eabs Eem

solvent µS0 µS′1
v VSCRF exptla µS′1

µS0

v VSCRF exptla

gas phase 16.23 15.62 1.610 15.24 17.34 1.346
chloroform no H-bonds 27.97 23.78 1.628 21.37 25.51 1.505

+1CHCl3 30.63 25.87 1.647 2.022 23.55 27.91 1.516 1.965
dichloromethane 31.19 26.26 1.741 2.042 23.08 27.29 1.551 1.962
acetone 33.37 28.25 1.846 2.113 24.32 28.63 1.588 2.000
acetonitrile 34.58 29.25 1.898 2.181 24.82 29.14 1.600 2.016
methanol no H-bonds 34.57 29.24 1.898 24.82 29.16 1.599

+2CH3OH 36.81 30.66 2.047 2.567 26.25 30.90 1.662 2.123
water no H-bonds 34.84 30.00 1.966 25.71 30.11 1.618

+2H2O 37.38 31.27 2.122 2.799 26.17 30.91 1.691 2.132
+3H2O 37.36 30.96 2.176 26.14 30.86 1.713
+4H2O 37.86 31.46 2.235 26.81 31.57 1.755

a From ref 24.

Figure 5. COSMO optimized structure of ground state Brooker’s
merocyanine H-bonding with one explicit CHCl3 molecule in CHCl3
bulk solution.

Figure 6. Correlation between the calculated (Ecal) and observed (Eexp)
absorption (s with O) and emission (‚ ‚ ‚ with ]) energies for Brooker’s
merocyanine: (a) in chloroform; (b) in dichloromethane; (c) in acetone;
(d) in acetonitrile; (e)+2CH3OH in methanol; and (f)+4H2O (for
absorption) and+2H2O (for emission) in water. The figure is generated
using Xmgr.80
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other, the calculations predict the same excitation energy in these
two solvents. The larger observedEabs(methanol) should be
caused by the explicit H-bonding effects which make the solute
more polarized. Similar to the case of the+2H2O model, we
then added two CH3OH molecules H-bonding to the oxygen
atom of Brooker’s merocyanine. The geometry was again
optimized using the COSMO. Now we predictEabs(+2CH3OH)
) 2.047 eV, which is 0.149 eV larger than the original value
which has no explicit H-bonding interactions. The orderEabs-
(acetonitrile)< Eabs(methanol) is, therefore, also achieved.

For the emission process, the solute geometries were opti-
mized in the S′1 state. Very similar emission energies forEem-
(chloroform) (1.965 eV) andEem(dichloromethane) (1.962 eV)
have been observed. We predicted a 0.046 eV difference
between the two bands. This difference was reduced to 0.035
eV if the +1CHCl3 model was used in chloroform. For the
corresponding excitation energies, we also predicted a larger
blue shift ofEabs(dichloromethane)- Eabs(chloroform)) 0.113
eV (0.094 eV for the+1CHCl3 model in chloroform). However,
the experimental value is only 0.020 eV. In a similar way, the
energy shifts ofEabs(em)(acetone)- Eabs(em)(chloroform) were
also overestimated. It seems that, in the low dielectric region
and with moderately increasing solvent polarity, our SCRF/
VSCRF(FDPB) calculations overestimate the increase in po-
larization.34 This will be a subject of further study.

It is also necessary to add explicit CH3OH molecules in
methanol to get the correct relative fluorescence band positions
of Eem(acetonitrile)< Eem(methanol). The experimental emission
energies in methanol (2.123 eV) and in water (2.132 eV) are
very close to each other. Our models with two to four H2O
molecules all slightly overestimate the value ofEem(H2O) -
Eem(methanol). Since the solute dipole moment decreases upon
excitation and further decreases upon S1 state geometry
relaxation, the dynamically averaged number of explicit H-
bonding H2O and CH3OH molecules in water and methanol will
probably decrease. There may be only one or two H2O or CH3-
OH molecules H-bonding to the relaxed S1 state solute. The
predicted blue shift ofEem(+2H2O) - Eem(+1CHCl3) ) 0.175
eV, which is very close to the observed value of 0.167 eV and
also better than the corresponding solvation-CS INDO24 result
of 0.037 eV. Overall, our calculations predict the relative
excitation and emission energy orderings for Brooker’s mero-
cyanine in these solvents with different polarities. Also, the
calculated Stokes shift (Eabs - Eem) is fairly well represented
for different solvents, and the calculations correctly show that
the absorption energies have a much stronger solvent depen-
dence than the emission energies.

5. Conclusions

In this paper, we have presented a density functional vertical
self-consistent reaction field (VSCRF) solvation model for
studying vertical excitation and emission processes. These
methods have been applied to diazines to predict the blue shifts
of the UV absorption spectra with increasing solvent polarities
from n-heptane to water solutions. Our calculations correctly
predicted all solvent shift trends in the excitation energies,
particularly reproducing the solute absorption energy shifts from
n-heptane to water very well.

The blue shifts of the excitation and emission bands of
Brooker’s merocyanine with increasing solvent polarity have
also been studied here. Our calculations show that this molecule
is also a zwitterion in the nonpolar CHCl3 solvent, which is in
agreement with the1H and 13C NMR experiments.22 Even
without relaxation of the molecular geometry, the VSCRF

calculations can predict the correct trends of solvent dependence
of the electronic and energetic properties for Brooker’s mero-
cyanine from CHCl3 to H2O solution. However, the predicted
relative positions of the absorption bands in CHCl3 and in H2O
give too small a difference for the blue shift. Geometry
optimization using the COSMO in the ADF program and adding
two, three, or four explicit H-bonding H2O molecules to the
solute in this study have improved both the absolute and relative
vertical excitation energies. The relative excitation and emission
energy orderings for Brooker’s merocyanine in several other
solvents have also been reproduced. It is also necessary to
include explicit H-bonding CH3OH molecules for the solute in
methanol in order to predict correct relative excitation and
emission band positions in methanol and in acetonitrile.

Further applications on other solvent-sensitive dyes for both
the excitation and emission energy calculations in different
solvents have been published very recently.43
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